
International Journal of Difference Equations
ISSN 0973-6069, Volume 4, Number 2, pp. 219–232 (2009)
http://campus.mst.edu/ijde

Existence of Multiple Positive Solutions to Three-Point
Boundary Value Problems on Time Scales

K. R. Prasad and P. Murali
Andhra University

Department of Applied Mathematics
Visakhapatnam-530 003, India

rajendra92@rediffmail.com
murali−uoh@yahoo.co.in

S. Nageswara Rao
Sri Prakash College of Engineering

Department of Mathematics
Tuni-533 401, India

sabbavarapu−nag@yahoo.co.in

Abstract

We consider the three-point even order boundary value problem on time scales,

(−1)ny∆(2n)
(t) = f(t, y(t)), t ∈ [a, c],

αi+1y
∆(2i)

(b) + βi+1y
∆(2i+1)

(a) = y∆(2i)
(a),

γi+1y
∆(2i)

(b) = y∆(2i)
(σ(c)), 0 ≤ i ≤ n − 1,

wheren ≥ 1, a < b < σ(c), σ(c) is right-dense andf : [a, σ(c)] × R → R is
continuous. First, we establish the existence of at least three positive solutions by
using the well-known Leggett–Williams fixed point theorem.We also establish the
existence of at least2m − 1 positive solutions for arbitrary positive integerm.
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1 Introduction

A time scaleT is any nonempty closed subset ofR. Hilger [15] initially introduced time
scales with the twin goals of unifying the continuous and discrete calculus and extending
the results to a dynamic calculus for general time scales. Some other earlier papers in
this area include Agarwal and Bohner [1], Anderson [3], Avery and Anderson [5], Erbe
and Peterson [12]. For an excellent introduction to the overall area of dynamic equations
on time scales, we refer to the recent text books by Bohner andPeterson [7, 8]. In this
paper, we establish the existence of multiple positive solutions to even order three-point
boundary value problem on time scales,

(−1)ny∆(2n)

(t) = f(t, y(t)), t ∈ [a, c], (1.1)

αi+1y
∆(2i)

(b) + βi+1y
∆(2i+1)

(a) = y∆(2i)

(a), (1.2)

γi+1y
∆(2i)

(b) = y∆(2i)

(σ(c)), 0 ≤ i ≤ n − 1, (1.3)

wheren ≥ 1, a < b < σ(c), σ(c) is right-dense andf : [a, σ(c)]×R → R is continuous
and we assume that the coefficientsαi, βi, γi are real and satisfy the following condition,
called condition (A):

0 ≤ αi <
σ(c) − γib + (γi − 1)(a − βi)

σ(c) − b
, βi ≥ 0,

0 < γi <
σ(c) − a + βi

b − a + βi

for each 1 ≤ i ≤ n.

The study of the existence of positive solutions of the even order boundary value prob-
lems (BVPs) arises in a variety of different areas of appliedmathematics and physics.
In the modeling of nonlinear diffusion via nonlinear sources, thermal ignition of gases,
and in chemical concentrates in biological problem [13]. Inthese applied settings, only
positive solutions are meaningful. The existence of positive solutions are studied by
many authors. To mention a few, we list some papers, Eloe and Henderson [9–11], Erbe
and Wang [13] for at least one positive solution and then Anderson [2], Anderson and
Avery [4], Avery and Peterson [6], Henderson and Kaufmann [14] for multiple positive
solutions.

This paper is organized as follows. In Section 2, we state some preliminaries on
time scales. In Section 3, we state and prove some lemmas which are needed in our
main results. In Section 4, we establish the existence of at least three positive solutions
of the BVP (1.1)–(1.3) by using the Leggett–Williams fixed point theorem. In Section
5, we establish the existence of at least2m−1 positive solutions of the BVP (1.1)–(1.3)
for arbitrary positive integerm.
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2 Preliminaries

By an interval we mean the intersection of the real interval with a given time scale. The
time scaleT may be connected or disconnected. To overcome this topological difficulty,
the concept of jump operators is introduced in the followingway. The operatorsσ and
ρ from T to T, defined byσ(t) = inf{s ∈ T : s > t} andρ(t) = sup{s ∈ T : s < t}
are called jump operators. Ifσ is bounded above andρ is bounded below, then we
defineσ(max T) = max T andρ(min T) = min T. These operators allow us to classify
the points of time scaleT. A point t ∈ T is said to be right-dense ifσ(t) = t, left-
dense ifρ(t) = t, right-scattered ifσ(t) > t, left-scattered ifρ(t) < t, isolated if
ρ(t) < t < σ(t) and dense ifρ(t) = t = σ(t). The setTκ which is derived from the
time scaleT as follows

T
κ =

{

T\(ρ(sup T), sup T] if sup T < ∞
T if sup T = ∞.

Finally, if f : T → R is a function, then we define the functionfσ : T → R by
fσ(t) = f(σ(t)) for all t ∈ T.

Definition 2.1. Assumef : T → R is a function and lett ∈ T
κ. Then we definef∆(t)

to be the number (provided it exists) with the property that given anyǫ > 0, there exists
a neighborhoodU of t such that

|[f(σ(t)) − f(s)] − f∆(t)[σ(t) − s]| ≤ ǫ|σ(t) − s|

for all s ∈ U . We callf∆(t) the delta (or Hilger)derivativeof f at t.

If f is delta differentiable for everyt ∈ T
κ, then we say thatf : T → R is delta

differentiable onT. If f and g are two delta differentiable functions att, thenfg is delta
differentiable att and(fg)∆(t) = f(t)g∆(t) + f∆(t)gσ(t) = f∆(t)g(t) + fσ(t)g∆(t).

Definition 2.2. A functionf : T → R is calledregulatedprovided its right-sided limits
exist (finite) at all right-dense points inT and its left-sided limits exist (finite) at all
left-dense points inT.

Definition 2.3. Assumef : T → R is a regulated function. Any functionF which is
pre-differentiable with region of differentiationD such thatF∆(t) = f(t) holds for all
t ∈ D is called apre-antiderivativeof f . We define the indefinite integral of a regulated
functionf by

∫

f(t)∆t = F (t) + C,

whereC is an arbitrary constant andF is a pre-antiderivative off .

Definition 2.4. Let β be a real Banach space. A nonempty closed convex setκ is called
aconeof β if it satisfies the following conditions:
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(1). u ∈ β, σ ≥ 0, impliesσu ∈ κ,

(2). u ∈ κ, −u ∈ κ impliesu = 0.

Definition 2.5. Let X and Y be Banach spaces andT : X → Y . T is said to be
completely continuous, if T is continuous, and for each bounded sequence{xn} ⊂ X,
{Txn} has a convergent subsequence.

3 Green’s Function and Bounds

To state and prove the main results of this paper, we need the following lemmas. Let
Gi(t, s) be Green’s function for the boundary value problems,

−y∆2

(t) = 0, t ∈ [a, c], (3.1)

αiy(b) + βiy
∆(a) = y(a), (3.2)

γiy(b) = y(σ(c)), (3.3)

for 1 ≤ i ≤ n. First, we need a few results on the related second order homogeneous
boundary value problem (3.1)–(3.3).

Lemma 3.1. For 1 ≤ i ≤ n, let di = (γi − 1)(a− βi) + (1−αi)σ(c) + b(αi − γi). The
homogeneous boundary value problem(3.1)–(3.3) has only the trivial solution if and
only if di 6= 0.

Lemma 3.2. For 1 ≤ i ≤ n, Green’s functionGi(t, s) for the homogeneous boundary
value problem(3.1)–(3.3), is given by

Gi(t, s) =







































Gi(t, s)t∈[a,b] =
1

di







Gi1(t, s), a < σ(s) < t ≤ b < σ(c)
Gi2(t, s), a ≤ t < s < b < σ(c)
Gi3(t, s), a ≤ t < b < s < σ(c)

Gi(t, s)t∈[b,σ(c)] =
1

di







Gi4(t, s), a < b < σ(s) < t ≤ σ(c)
Gi5(t, s), a < b ≤ t < s < σ(c)
Gi6(t, s), a ≤ σ(s) < b < t < σ(c),

(3.4)

where

Gi1(t, s) = [γi(t − b) + σ(c) − t](σ(s) + βi − a),

Gi2(t, s) = [γi(σ(s) − b) + σ(c) − σ(s)](t + βi − a) + αi(b − σ(c))(t − σ(s)),

Gi3(t, s) = [t(1 − αi) + αib + βi − a](σ(c) − σ(s)),

Gi4(t, s) = [σ(s)(1 − αi) + αib + βi − a](σ(c) − t) + γi(b − a + βi)(t − σ(s)),

Gi5(t, s) = [t(1 − αi) + αib + βi − a](σ(c) − σ(s)),

Gi6(t, s) = [γi(t − b) + σ(c) − t](σ(s) + βi − a).
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Figure 3.1: Green’s function
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The graph in Figure 3.1 demonstrates that Green’s function for (3.1)–(3.3) should
be taken in the form of (3.4). Heres ∈ [a, c].

Lemma 3.3. Assume that the condition(A) is satisfied. Then, for1 ≤ i ≤ n, Green’s
functionGi(t, s) of the BVP(3.1)–(3.3)satisfies the inequality

Gi(t, s) ≥
(t − a)

(σ(c) − a)
Gi(σ(c), s), (t, s) ∈ (a, σ(c)) × (a, c).

Proof. Green’s functionGi(t, s) is given by (3.4) in six different cases, and in each case
we prove the inequality.

(i) Let σ(s) < t and fixs ∈ [a, b]. Then

Gi(t, s) =
1

di

{[γi(t − b) + σ(c) − t](σ(s) + βi − a)}

and
Gi(t, s)

Gi(σ(c), s)
=

[γi(t − b) + σ(c) − t]

γi(σ(c) − b)
>

t − a

σ(c) − a
for 0 < γi <

σ(c) − a

b − a
. Since

the inequality
σ(c) − a + βi

b − a + βi

<
σ(c) − a

b − a
holds, we have

Gi(t, s) >
t − a

σ(c) − a
Gi(σ(c), s) for 0 < γi <

σ(c) − a + βi

b − a + βi

.

Now letσ(s) < t ands ∈ [b, c]. Then

Gi(t, s) = [σ(s)(1 − αi) + αib + βi − a](σ(c) − t) + γi(b − a + βi)(t − σ(s))

= Gi(σ(c), s) +
1

di

{[(γi − 1)(a − βi) + (1 − αi)σ(s) + b(αi − γi)](σ(c) − t)}.
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Since(γi − 1)(a − βi) + (1 − αi)σ(s) + b(αi − γi) > 0, we get

t − a

σ(c) − a
Gi(σ(c), s) < Gi(t, s).

(ii) Let t ≤ s ands ∈ [a, b]. Then

Gi(t, s) =
1

di

{[γi(σ(s) − b) + σ(c) − σ(s)](t + βi − a) + αi(b − σ(c))(t − σ(s))}.

Using the inequalities0 < γi <
σ(c) − a + βi

b − a + βi

and

αi(σ(s) − t)(b − a + βi)(σ(c) − a) + βi(σ(c) − t)(σ(s) − a + βi) > 0,

we obtain

Gi(t, s)

Gi(σ(c), s)
=

[γi(σ(s) − b) + σ(c) − σ(s)](t + βi − a) + αi(b − σ(c))(t − σ(s))

γi(σ(c) − b)(σ(s) + βi − a)

>
(σ(s) + βi − a)(t + βi − a) + αi(σ(s) − t)(b − a + βi)

(σ(s) + βi − a)(σ(c) + βi − a)

>
t − a

σ(c) − a
.

Now let t ≤ s ands ∈ [b, c]. Then

Gi(t, s) = [t(1 − αi) + αib + βi − a](σ(c) − σ(s)).

Since(t − a)di + (σ(c) − t)(αi(b − a) + βi) > 0 holds, we have

Gi(t, s)

Gi(σ(c), s)
=

t(1 − αi) + αib + βi − a

γi(b − a + βi)
>

t − a

σ(c) − a
.

This completes the proof.

Lemma 3.4. Assume that the condition(A) is satisfied. Then, for1 ≤ i ≤ n, Green’s
functionGi(t, s) given by(3.4)possesses the property

Gi(t, s) > 0, (t, s) ∈ (a, σ(c)) × (a, c).

Proof. By Lemma 3.3, it suffices to show thatGi(σ(c), s) > 0 for s ∈ (a, c). For

s ∈ (a, b], Gi(σ(c), s) =
1

di

γi(σ(c) − b)(σ(s) + βi − a) > 0, and fors ∈ [b, c),

Gi(σ(c), s) =
1

di

γi(b − a + βi)(σ(c) − σ(s)) > 0.
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Lemma 3.5. Assume that the condition(A) is satisfied. Then, for1 ≤ i ≤ n, Green’s
functionGi(t, s) given by(3.4)satisfies

Gi(t, s) ≤ max

{

Gi(a, s), Gi(σ(s), s),
1

di

(b − a + βi)(σ(c) − σ(s))

}

,

0 < γi ≤ 1, (t, s) ∈ [a, σ(c)] × [a, c] and

Gi(t, s) ≤ max {Gi(σ(c), s), Gi(σ(s), s)} , (t, s) ∈ [a, σ(c)] × [a, c],

1 < γi <
σ(c) − a + βi

b − a + βi

.

Proof. We prove the inequality in each case of Green’s function.
(i) Let σ(s) < t ≤ b ands ∈ [a, b]. HereGi(t, s) is nonincreasing int if 0 < γi ≤ 1,

so thatGi(t, s) ≤ Gi(σ(s), s). If 1 < γi <
σ(c) − a + βi

b − a + βi

, however, the function is

nondecreasing int andGi(t, s) ≤ Gi(σ(c), s). Now let σ(s) < t ≤ σ(c) and fix s ∈
[b, c]. HereGi(t, s) is nonincreasing int if 0 < γi ≤ 1, so thatGi(t, s) ≤ Gi(σ(s), s).

Let γi ∈

(

1,
σ(c) − a + βi

b − a + βi

)

. Soαi < 1. If s ∈

[

b,
γi(b − a + βi) − αib − βi + a

1 − αi

)

,

thenGi(t, s) is nondecreasing int andGi(t, s) ≤ Gi(σ(c), s). In the other case, if

s ∈

(

γi(b − a + βi) − αib − βi + a

1 − αi

, c

]

, thenGi(t, s) is nonincreasing int and we

haveGi(t, s) ≤ Gi(σ(s), s).
(ii) Let a ≤ t ≤ s and fix s ∈ [a, b]. ThenGi(t, s) is increasing int for all t ∈

[a, s], for any γi ∈

(

0,
σ(c) − a + βi

b − a + βi

)

. ThereforeGi(t, s) ≤ Gi(σ(s), s). Now let

a ≤ t < s ≤ σ(c) and fix s ∈ [b, c]. Let γi ∈ (0, 1]. If αi ∈ (0, 1), thenGi(t, s) is
nondecreasing int andGi(t, s) ≤ Gi(σ(s), s). For αi > 1, Gi(t, s) is nonincreasing
in t andGi(t, s) ≤ Gi(a, s). If αi = 1, thenGi(t, s) is constant int andGi(t, s) =
1

di

(b − a + βi)(σ(c) − σ(s)). If 1 < γi <
σ(c) − a + βi

b − a + βi

, then we getαi < 1. Thus

Gi(t, s) is nondecreasing int, so thatGi(t, s) ≤ Gi(σ(s), s).

Lemma 3.6. Assume that the condition(A) holds. For fixeds ∈ [a, c], and1 ≤ i ≤ n,
Green’s functionGi(t, s) in (3.4)satisfies

min
t∈[b,σ(c)]

Gi(t, s) ≥ mi ‖ Gi(·, s) ‖, (3.5)

where

mi = min















γi(σ(c) − b)

σ(c) − a + γi(a − b)
,

γi(b − a + βi)

σ(c)(1 − αi) + αib + βi − a
,

γi(b − a + βi)

αi(b − a) + βi

,
γi

b − a + βi

,
b − a + βi

σ(c) − a + βi















,

and‖ . ‖ is defined by‖ x ‖= max{| x(t) |: t ∈ [a, σ(c)]}.
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Proof. First consider the case0 < γi ≤ 1. From Lemma 3.5,

‖ Gi(·, s) ‖= max

{

Gi(a, s), Gi(σ(s), s),
1

di

(b − a + βi)(σ(c) − σ(s))

}

.

By using the boundary condition (3.3), we getGi(b, s) ≥ Gi(σ(c), s), so that

min
t∈[b,σ(c)]

Gi(t, s) = Gi(σ(c), s).

Fors ∈ [a, b] we have from cases in (3.4) that

Gi(σ(c), s) ≥
γi(σ(c) − b)

σ(c) − a + γi(a − b)
Gi(σ(s), s).

Let s ∈ [b, c]. If αi < 1, then the inequality

Gi(σ(c), s) ≥
γi(b − a + βi)

σ(c)(1 − αi) + αib + βi − a
Gi(σ(s), s)

holds. Ifαi > 1, then we have

Gi(σ(c), s) =
γi(b − a + βi)

αi(b − a) + βi

Gi(a, s).

If αi = 1, then we get

Gi(σ(c), s) ≥
γi

(b − a + βi)

1

di

(b − a + βi)(σ(c) − σ(s)).

Next consider the case when1 < γi <
σ(c) − a + βi

b − a + βi

. By the boundary condition (3.3),

we have
min

t∈[b,σ(c)]
Gi(t, s) = Gi(b, s).

Using Lemma 3.5, we have

‖ Gi(·, s) ‖= max{Gi(σ(c), s), Gi(σ(s), s)}.

By using (3.4) and the cases in the proof of Lemma 3.5, we see that

Gi(b, s) ≥
(b − a + βi)

(σ(c) − a + βi)
Gi(σ(c), s) for s ∈

[

a,
γi(b − a + βi) − αib − βi + a

1 − αi

)

and

Gi(b, s) ≥
(b − a + βi)

σ(c)(1 − αi) + αib + βi − a
Gi(σ(s), s)

for s ∈

[

γi(b − a + βi) − αib − βi + a

1 − αi

, c

]

.

This completes the proof.
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Lemma 3.7. Assume that the condition(A) is satisfied, and letGi(t, s) be as in(3.4).
Let us defineH1(t, s) = G1(t, s), and recursively define

Hj(t, s) =

∫ σ(c)

a

Hj−1(t, r)Gj(r, s)∆r (3.6)

for 2 ≤ j ≤ n. ThenHn(t, s) is Green’s function for the corresponding homogeneous
problem(1.1)–(1.3).

Lemma 3.8. Assume that the condition(A) holds. If we define

K =
n−1
∏

j=1

Kj , L =
n−1
∏

j=1

mjLj ,

then Green’s functionHn(t, s) in Lemma 3.7 satisfies

0 ≤ Hn(t, s) ≤ K ‖ Gn(·, s) ‖, (t, s) ∈ [a, σ(c)] × [a, c]

and
Hn(t, s) ≥ mnL ‖ Gn(·, s) ‖, (t, s) ∈ [b, σ(c)] × [a, c],

wheremn is given in Lemma 3.6,

Kj =

∫ σ(c)

a

‖ Gj(·, s) ‖ ∆s > 0, 1 ≤ j ≤ n,

and

Lj =

∫ σ(c)

b

‖ Gj(·, s) ‖ ∆s > 0, 1 ≤ j ≤ n.

Proof. We use induction onn. First, forn = 1, from Lemma 3.5, the conclusion holds.
Next, we assume that this conclusion holds forn = k. In order to prove that this
conclusion holds forn = k + 1, we use Lemma 3.6 and Lemma 3.7.

4 Existence of at Least Three Positive Solutions

In this section, we establish the existence of at least threepositive solutions for the even
order three point boundary value problem (1.1)–(1.3), by using the Leggett–Williams
fixed point theorem.

Let E be a real Banach space with coneP . A mapS : P → [0,∞) is said to be a
nonnegative continuous concave functional onP , if S is continuous and

S(λx + (1 − λ)y) ≥ λS(x) + (1 − λ)S(y)
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for all x, y ∈ P andλ ∈ [0, 1]. Let α andβ be two numbers such that0 < α < β, and
let S be a nonnegative continuous concave functional onP . We define the convex sets

Pα = {y ∈ P :‖ y ‖< α}

and
P (S, α, β) = {y ∈ P : α ≤ S(y), ‖ y ‖≤ β}

Theorem 4.1(Leggett–Williams fixed point theorem). Let T : P a3 → P a3 be com-
pletely continuous andS be a nonnegative continuous concave functional onP such
thatS(y) ≤‖ y ‖ for all y ∈ P a3 . Suppose that there exist0 < d < a1 < a2 ≤ a3 such
that

(i) {y ∈ P (S, a1, a2) : S(y) > a1} 6= ∅ andS(Ty) > a1 for y ∈ P (S, a1, a2);

(ii) ‖ Ty ‖< d for ‖ y ‖≤ d;

(iii) S(Ty) > a1 for y ∈ P (S, a1, a3) with ‖ Ty ‖> a2.

ThenT has at least three fixed pointsy1, y2, y3 in P a3 satisfying

‖ y1 ‖< d, a1 < S(y2), ‖ y3 ‖> d, S(y3) < a1.

Theorem 4.2. Assume that there exist numbersa0, a1, anda2 with 0 < a0 < a1 <
a1

M
< a2 such that

f(t, y(t)) <
a0

∏n

j=1 Kj

for t ∈ [a, σ(c)] andy ∈ [0, a0], (4.1)

f(t, y(t)) >
a1

mn

∏n

j=1 Lj

for t ∈ [b, σ(c)] andy ∈
[

a1,
a1

M

]

, (4.2)

f(t, y(t)) <
a2

∏n

j=1 Kj

for t ∈ [a, σ(c)] andy ∈ [0, a2]. (4.3)

Then the BVP(1.1)–(1.3)has at least three positive solutions, where

M = mn

n−1
∏

j=1

mjLj

Kj

.

Proof. Let the Banach spaceE = C[a, σ(c)] be equipped with the norm

‖ y ‖= max
t∈[a,σ(c)]

| y(t) | .

We denote
P = {y ∈ E : y(t) ≥ 0, t ∈ [a, σ(c)]}.
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Then, it is obvious thatP is a cone inE. Fory ∈ P , we define

S(y) = min
t∈[b,σ(c)]

| y(t) |

and

(Ty)(t) =

∫ σ(c)

a

Hn(t, s)f(s, y(s))∆s, t ∈ [a, σ(c)].

It is easy to check thatS is a nonnegative continuous concave functional onP with
S(y) ≤‖ y ‖ for y ∈ P and thatT : P → P is completely continuous, and fixed
points ofT are solutions of the BVP (1.1)–(1.3). First, we prove that, if there exists a

positive numberr such thatf(t, y(t)) <
r

∏n

j=1 Kj

for t ∈ [a, σ(c)] andy ∈ [0, r], then

T : P r → Pr. Indeed, ify ∈ P r, then fort ∈ [a, σ(c)],

(Ty)(t) =

∫ σ(c)

a

Hn(t, s)f(s, y(s))∆s

<
r

∏n

j=1 Kj

∫ σ(c)

a

Hn(t, s)∆s

≤
r

∏n

j=1 Kj

K

∫ σ(c)

a

‖ Gn(·, s) ‖ ∆s = r.

Thus,‖ Ty ‖< r, that is,Ty ∈ Pr. Hence, we have shown that if (4.1) and (4.3) hold,
thenT mapsP a0 into Pa0 andP a2 into Pa2 . Next, we show that

{

y ∈ P
(

S, a1,
a1

M

)

: S(y) > a1

}

6= ∅

andS(Ty) > a1 for all y ∈ P
(

S, a1,
a1

M

)

. In fact, the constant function

a1 + a1/M

2
∈

{

y ∈ P
(

S, a1,
a1

M

)

: S(y) > a1

}

.

Moreover, fory ∈ P
(

S, a1,
a1

M

)

, we have

a1

M
≥‖ y ‖≥ y(t) ≥ min

t∈[b,σ(c)]
y(t) = S(y) ≥ a1

for all t ∈ [b, σ(c)]. Thus, in view of (4.2) we see that

S(Ty) = min
t∈[b,σ(c)]

∫ σ(c)

a

Hn(t, s)f(s, y(s))∆s

≥ min
t∈[b,σ(c)]

∫ σ(c)

b

Hn(t, s)f(s, y(s))∆s

>
a1

mn

∏n

j=1 Lj

mnL

∫ σ(c)

b

‖ Gn(·, s) ‖ ∆s = a1
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as required. Finally, we show that ify ∈ P (S, a1, a2) and‖ Ty ‖>
a1

M
, thenS(Ty) >

a1. To see this, we suppose thaty ∈ P (S, a1, a2) and‖ Ty ‖>
a1

M
. Then, by Lemma

3.8, we have

S(Ty) = min
t∈[b,σ(c)]

∫ σ(c)

a

Hn(t, s)f(s, y(s))∆s

≥ min
t∈[b,σ(c)]

mnL

∫ σ(c)

a

‖ Gn(·, s) ‖ f(s, y(s))∆s

≥ mnL

∫ σ(c)

a

‖ Gn(·, s) ‖ f(s, y(s))∆s

for all t ∈ [a, σ(c)]. Thus

S(Ty) ≥
mnL

K
max

t∈[a,σ(c)]

∫ σ(c)

a

Hn(t, s)f(s, y(s))∆s =
mnL

K
‖ Ty ‖>

mnL

K

a1

M
= a1.

To sum up, all the hypotheses of Theorem 4.1 are satisfied. HenceT has at least three
fixed points, that is, the BVP (1.1)–(1.3) has at least three positive solutionsy1, y2 and
y3 such that

‖ y1 ‖< a0, a1 < min
t∈[b,σ(c)]

y2(t), ‖ y3 ‖> a0, min
t∈[b,σ(c)]

y3(t) < a1.

This completes the proof.

5 Existence of Multiple Positive Solutions

In this section, we establish the existence of at least2m − 1 positive solutions for the
BVP (1.1)–(1.3), by using induction onm.

Theorem 5.1. Let m be an arbitrary positive integer. Assume that there exist numbers
ai, 1 ≤ i ≤ m, andbj , 1 ≤ j ≤ m − 1, with

0 < a1 < b1 <
b1

M
< a2 < b2 <

b2

M
< . . . < am−1 < bm−1 <

bm−1

M
< am

such that

f(t, y(t)) <
ai

∏n

j=1 Kj

for t ∈ [a, σ(c)] andy ∈ [0, ai], 1 ≤ i ≤ m (5.1)

and

f(t, y(t)) >
bj

mn

∏n

j=1 Lj

for t ∈ [b, σ(c)] andy ∈

[

bj ,
bj

M

]

, 1 ≤ j ≤ m − 1. (5.2)

Then the BVP(1.1)–(1.3)has at least2m − 1 positive solutions inP am
.
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Proof. We use induction onm. First, form = 1, we know from (5.1) thatT : P a1 →
Pa1 . Then it follows from Schauder’s fixed point theorem that theBVP (1.1)–(1.3) has
at least one positive solution inP a1 . Next, we assume that this conclusion holds for
m = k. In order to prove that this conclusion holds form = k + 1, we suppose that
there exist numbersai(1 ≤ i ≤ k + 1) andbj(1 ≤ j ≤ k) with

0 < a1 < b1 <
b1

M
< a2 < b2 <

b2

M
< . . . < ak < bk <

bk

M
< ak+1

such that

f(t, y(t)) <
ai

∏n

j=1 Kj

for t ∈ [a, σ(c)] andy ∈ [0, ai], 1 ≤ i ≤ k + 1 (5.3)

and

f(t, y(t)) >
bj

mn

∏n

j=1 Lj

for t ∈ [b, σ(c)] andy ∈

[

bj ,
bj

M

]

, 1 ≤ j ≤ k. (5.4)

By assumption, the BVP (1.1)–(1.3) has at least2k − 1 positive solutionsui, i =
1, 2, . . . , 2k − 1, in P ak

. At the same time, it follows from Theorem 4.2, (5.3) and
(5.4) that the BVP (1.1)–(1.3) has at least three positive solutionsu, v andw in P ak+1

such that‖ u ‖< ak, bk < min
t∈[b,σ(c)]

v(t), ‖ w ‖> ak, min
t∈[b,σ(c)]

w(t) < bk. Obviously,v

andw are different fromui, i = 1, 2, . . . , 2k − 1. Therefore, the BVP(1.1)–(1.3) has at
least2k + 1 positive solutions inP ak+1

which shows that this conclusion also holds for
m = k + 1.
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