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Abstract

We provide a fast and simple method to solve fractional variational problems
with dependence on Hadamard fractional derivatives. Using a relation between
the Hadamard fractional operator and a sum involving integer-order derivatives,
we rewrite the fractional problem into a classical optimal control problem. The
latter problem is then solved by application of standard numerical techniques. We
illustrate the procedure with an example.

AMS Subject Classifications: 26A33, 49M25.
Keywords: Hadamard’s fractional calculus, fractional variational problems, discrete
approximations, optimal control.

Received November 23, 2013; Accepted February 15, 2014
Communicated by Agnieszka B. Malinowska



4 R. Almeida, N. R. O. Bastos and D. F. M. Torres

1 Introduction
Fractional calculus deals with noninteger order integrals and derivatives. In this sense,
it can be seen as a generalization of ordinary calculus. Similarly to standard (integer-
order) calculus, where different notions for integration and differentiation are available,
several definitions for fractional integrals and derivatives are also possible. The most
common fractional operators are the Riemann–Liouville and Caputo, which are well
studied in the literature. Available results include numerical tools to handle them [10].
Here we deal with Hadamard’s approach [3,4,12], considering problems of the calculus
of variations with dependence on this type of differentiation.

One way to find extremizers for fractional variational problems consists to deduce
necessary optimality conditions, which in this case turn out to be fractional differential
equations [6]. As is frequently noted, in most cases it is impossible to find analytical
solutions to such equations [1, 11]. Here, instead of dealing directly with a fractional
variational functional, we approximate the fractional derivative by a sum that involves
integer-order derivatives only. In this way, we leave the field of fractional variational cal-
culus, reducing the problem to an ordinary optimal control problem. To solve the latter,
one can use any well-known technique to find an approximated solution. For this pur-
pose we choose to use a discretization process and the software package Ipopt (Interior
Point OPTimizer, http://projects.coin-or.org/Ipopt) that is designed to
find solutions to large-scale nonlinear mathematical optimization problems [13].

The text is organized as follows. In Section 2 we present a short theoretical exposi-
tion of the necessary concepts. Our method is presented in Section 3 and then illustrated,
with an example, in Section 4. We end with Section 5 of conclusion.

2 Preliminaries
We recall the necessary concepts and results.

Definition 2.1. Let x : [a, b] → R, α > 0, and n = [α] + 1. The (left) Hadamard
fractional derivative of order α is defined by

aDα
t x(t) =

1

Γ(n− α)

(
t
d

dt

)n ∫ t

a

(
ln

t

τ

)n−α−1
x(τ)

τ
dτ,

where Γ is the Gamma function, that is,

Γ(z) =

∫ ∞

0

tz−1e−t dt, z > 0.

The Gamma function has the following two nice properties:

Γ(z + 1) = zΓ(z), ∀z > 0 and Γ(n) = (n− 1)!, ∀n ∈ N.
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If α = m is an integer, then one has (cf. [5])

aDm
t x(t) =

(
t
d

dt

)m

x(t).

In [9] an expansion formula for the Hadamard fractional derivative with α ∈ (0, 1)
is proved. It has the advantage that we only need the first-order derivative of x to
approximate aDα

t x(t) by such sum. The result is the following one.

Theorem 2.2 (See [9]). Let x ∈ C2[a, b] and N ≥ 2. Then,

aDα
t x(t) = aD̃α

t x(t) + E(t),

where

aD̃α
t x(t) = A

(
ln

t

a

)−α

x(t) +B

(
ln

t

a

)1−α

tx(1)(t) +
N∑
p=2

Cp

(
ln

t

a

)1−α−p

Vp(t)

with

A =
1

Γ(1− α)

[
1 +

N∑
p=2

Γ(p+ α− 1)

Γ(α)(p− 1)!

]
,

B =
1

Γ(2− α)

[
1 +

N∑
p=1

Γ(p+ α− 1)

Γ(α− 1)p!

]
,

Cp =
Γ(p+ α− 1)

Γ(−α)Γ(1 + α)(p− 1)!
, p ∈ {2, . . . , N},

Vp(t) =

∫ t

a

(p− 1)
(
ln

τ

a

)p−2 x(τ)

τ
dτ, p ∈ {2, . . . , N},

and the error |E(t)| =
∣∣∣aDα

t x(t)− aD̃α
t x(t)

∣∣∣ is bounded by

Ẽ(x, t) := max
τ∈[a,t]

∣∣x(1)(t) + tx(2)(t)
∣∣ exp((1− α)2 + 1− α)

Γ(2− α)(1− α)N1−α

(
ln

t

a

)1−α

(t− a). (2.1)

In [9] the authors obtain a more general form of expansion, with sums up to the nth
derivative. Expansion formulas for the Hadamard fractional integrals are also given.

3 Fractional Variational Problems and Discretization
Necessary optimality conditions for the Hadamard fractional calculus of variations are
trivially obtained as corollaries from the results of [7, 8]. However, in general, there
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are no analytical methods to solve such fractional differential equations. Therefore, to
establish simple numerical methods is an important issue. Here we provide a direct
method to address such variational problems. Our idea is simple but effective and easy
to implement.

The problem of the fractional calculus of variations under consideration is stated in
the following way: minimize the functional

J(x) =

∫ b

a

L (t, x(t), aDα
t x(t)) dt (3.1)

subject to the boundary conditions

x(a) = xa and x(b) = xb,

where xa and xb are two given reals and 0 < α < 1. For other types of fractional
variational problems we refer the reader to [6]. Note that functions x should be abso-
lutely continuous in order to guarantee the existence of the Hadamard fractional deriva-
tives [5, Lemma 2.34]. To apply our method, more smoothness is, however, required:
admissible functions are assumed to be C2, in agreement with Theorem 2.2. To solve
the problem, we first replace the fractional operator by the sum given in Theorem 2.2.
By doing so, we get a classical optimal control problem: minimize the functional

Japprox(x, u, V2, . . . , Vn) =

∫ b

a

L

(
t, x(t), A

(
ln

t

a

)−α

x(t)

+B

(
ln

t

a

)1−α

tu(t) +
N∑
p=2

Cp

(
ln

t

a

)1−α−p

Vp(t)

)
dt (3.2)

subject to the dynamic constraints
x′(t) = u(t),

V ′
p(t) = (p− 1)

(
ln

t

a

)p−2
x(t)

t
, p ∈ {2, . . . , N},

and the boundary conditions
x(a) = xa,
x(b) = xb,
Vp(a) = 0, p ∈ {2, . . . , N}.

This is a classical optimal control problem with state functions x and Vp, p ∈ {2, . . . , N},
and control u. We solve it applying any standard discretization procedure [2].

The error of approximating an Hadamard derivative is given by Theorem 2.2. Using
the bound for the error (2.1), it is possible to get a bound for the error of approximating
the variational functional (3.1) by the approximated value (3.2).
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Theorem 3.1. Let x ∈ C2[a, b] and N ≥ 2. The error of approximating the variational
functional (3.1) by (3.2) is bounded as follows:

|J(x)− Japprox(x, u, V2, . . . , Vn)| ≤ M

∫ b

a

Ẽ(x, t)dt,

where
M := max

t∈[a,b]
|∂3L (t, x(t), aDα

t x(t))|

and Ẽ(x, t) is given by (2.1).

Proof. It follows from Taylor’s theorem and Theorem 2.2.

4 An Example
Let us minimize the functional

J(x) =

∫ 2

1

(
1D0.5

t x(t)−
√
ln t

Γ(1.5)

)2

dt (4.1)

subject to the boundary conditions

x(1) = 0 and x(2) = ln 2. (4.2)

It is easy to check that the (global) solution is x(t) = ln t. Indeed,

1D0.5
t x(t) =

√
ln t

Γ(1.5)

and the functional (4.1) is nonnegative with J (x) = 0. Using the approach explained in
Section 3, we approximate this problem by the following one: minimize the functional

Japprox(x, u, V2, . . . , VN) =

∫ 2

1

(
A (ln t)−0.5 x(t) + B (ln t)0.5 tu(t)

+
N∑
p=2

Cp (ln t)
0.5−p Vp(t)−

√
ln t

Γ(1.5)

)2

dt (4.3)

subject to the dynamic constraints{
x′(t) = u(t),

V ′
p(t) = (p− 1) (ln t)p−2 x(t)

t
, p ∈ {2, . . . , N},

(4.4)
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and the boundary conditions
x(1) = 0,
x(2) = ln 2,
Vp(1) = 0, p ∈ {2, . . . , N}.

(4.5)

Fix N = 3 and k ∈ N and consider the maximum error given by

Ek(x, x̃) = max
i∈{1,...,k}

|x(ti)− x̃(ti)|.

We apply a direct discretization process with k points to problem (4.3)–(4.5), and then
we use Ipopt [13] to find a solution for it. In Figure 4.1 we show the results for the
state function x with k = 100 and k = 250. From these results, we obtain the errors
E100(x, x̃) = 0.029558802 and E250(x, x̃) = 0.011928571, and we can see that the error
decreases as the number of points k increases. As is shown in Figure 4.1, when k = 250
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Figure 4.1: Exact solution to (4.1)–(4.2) (continuous line) versus numerical approxima-
tions to (4.3)–(4.5) with k = 250 (dotted line) and k = 100 (dashed line).

the approximation is almost indistinguishable from the exact solution.

5 Conclusion
The Hadamard fractional operator was introduced by J. Hadamard in 1892 [3]. This no-
tion is different from the better known Riemann–Liouville and Caputo derivatives, in the
sense that the kernel of the integral (in the definition of Hadamard derivative) contains a
logarithmic function of arbitrary exponent. Recently, there has been an increasing inter-
est in studying variational problems with generalized fractional operators, that is, with
fractional operators depending on a general kernel — see, e.g., [7, 8]. Such generalized
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theory includes, as a particular case, the Hadamard variational calculus. However, avail-
able results are, excluding the particular cases of Riemann–Liouville and Caputo, only
analytical. Here we investigated nonstandard fractional variational problems depending
on Hadamard fractional derivatives. Relation between the Hadamard fractional operator
and a sum involving integer-order derivatives is used to rewrite the fractional problem
into a classical optimal control problem. The latter problem is then solved by applica-
tion of standard numerical techniques. The effectiveness of the numerical approach is
illustrated with an example.
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