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Abstract

We give the boundedness character, local and global stability of solutions of the following second-order rational difference equation with quadratic denominator,

\[ x_{n+1} = \frac{\alpha + \gamma x_{n-1}}{B x_n + D x_n x_{n-1} + x_{n-1}} \quad \text{for } n = 0, 1, \ldots, \]

where the coefficients are positive numbers, and the initial conditions \( x_{-1} \) and \( x_0 \) are nonnegative numbers such that the denominator is nonzero. In particular, we show that in a certain region, the unique equilibrium is globally asymptotically stable, while in another region, the equilibrium is a saddle and there exist prime period-two solutions.

AMS Subject Classifications: 39A10, 39A11, 29A20.
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1 Introduction

In this paper, we will investigate the behavior of solutions of a second-order rational recurrence relation with a quadratic term. Namely, we will consider the equation,

\[ x_{n+1} = \frac{\alpha + \gamma x_{n-1}}{Bx_n + Dx_n x_{n-1} + x_{n-1}} \quad \text{for } n = 0, 1, \ldots, \]  

(1.1)

where the coefficients are positive real numbers and the initial conditions, \( x_{-1}, x_0 \), are nonnegative real numbers such that the denominator is defined.

Equation (1.1) is a special case of the following more general equation,

\[ x_{n+1} = \frac{ax_n^2 + bx_n x_{n-1} + cx_n + dx_{n-1} + ex_n^2 + f}{Ax_n^2 + Bx_n x_{n-1} + cx_n + Dx_{n-1} + Ex_n^2 + F} \quad \text{for } n = 0, 1, \ldots, \]  

(1.2)

with nonnegative coefficients and nonnegative initial conditions such that the denominator is positive. Several cases of (1.2) have been studied recently, for several examples consult [12, 15–17].

We will say that a parameter, \( B \), of a difference equation exhibits a period-doubling bifurcation at a number \( B^* \) if the unique equilibrium is globally asymptotically stable for \( B < B^* \), if the unique equilibrium is nonhyperbolic when \( B = B^* \), and if the equilibrium is unstable and there exist prime period-two solutions for \( B > B^* \). If such a point \( B^* \) exists, we call \( B^* \) a bifurcation point.

We will show that parameter \( B \) in (1.1) exhibits this type of period-doubling bifurcation. In fact, one can determine the behavior of the solutions of (1.1) by considering the value of \( B \) with respect to the other fixed parameters. Amazingly, we can find a threshold where the behavior of solutions bifurcates. Thus, we will show that there is a bifurcation point, \( B^* \) for parameter \( B \), and which in terms of positive constants \( \alpha, \gamma \) and \( D \) has the form:

\[ B^* = \frac{\gamma^2 + \gamma \alpha D + 2\alpha + 2\alpha \sqrt{1 + \gamma D}}{\gamma^2}. \]  

(1.3)

We will now state the main result of this paper.

**Theorem 1.1.** Let \( \{x_n\}_{n=-1}^\infty \) be a solution of (1.1). Then, there is a unique positive equilibrium \( \bar{x} \) of (1.1), and the following are true.

1. If \( B < B^* \) then \( \bar{x} \) is globally asymptotically stable.
2. If \( B = B^* \) then \( \bar{x} \) is a global attractor and is nonhyperbolic.
3. If \( B > B^* \) then \( \bar{x} \) is a saddle point, and \( \{x_n\}_{n=-1}^\infty \) converges to a (not necessarily prime) period-two solution, and there exists a unique prime period-two solution.
We will prove this theorem in multiple steps. In Section 2 we provide some previously known results for reference. Next, in Section 3 we will state and prove several auxiliary results about (1.1). We will then prove Theorem 1.1 by proving a sequence of lemmas given in Section 4. Finally, we conclude this paper with an open problem and an application of Theorem 1.1 to a system of difference equations in Section 5.

Rational difference equations with nonlinear quadratic terms have been studied in recent years. We give several papers in which the authors study rational difference equations with nonlinear terms. Namely, please consult papers: [1, 2, 7–10, 14, 20, 21, 24, 25, 28–30].

2 Preliminaries

In this section, we state several well-known results.

**Theorem 2.1** (See [13, Theorem 1.14]). Let \( f : [a, b] \to [a, b] \) be a continuous function, where \( a \) and \( b \) are real numbers with \( a < b \), and consider the difference equation

\[
x_{n+1} = f(x_n, x_{n-1}), \quad \text{for } n = 0, 1, \ldots
\]

(2.1)

Suppose that \( f \) satisfies the following two conditions:

1. \( f(x, y) \) is nonincreasing in \( x \in [a, b] \) for each fixed \( y \in [a, b] \), and \( f(x, y) \) is nonincreasing in \( y \in [a, b] \) for each fixed \( x \in [a, b] \);

2. If \( (m, M) \) is a solution of the system

\[
m = f(M, M), \quad M = f(m, m)
\]

then \( m = M \).
Then, there exists exactly one equilibrium of (2.1), namely, $\bar{x}$. Furthermore, every solution of (2.1) converges to $\bar{x}$.

**Theorem 2.2** (See [11]). Let

$$x_{n+1} = f(x_n, x_{n-1}), \quad \text{for } n = 0, 1, \ldots$$  \hspace{1cm} (2.2)

with

1. $f \in C[(0, \infty) \times (0, \infty), (0, \infty)]$;
2. $f(u, v)$ is nonincreasing in $u$ and $v$ respectively;
3. $xf(x, x)$ is nondecreasing in $x$;
4. Equation (2.2) has a unique positive equilibrium $\bar{x}$.

Then, every positive solution of (2.2) which is bounded from above and from below by positive constants converges to $\bar{x}$.

**Theorem 2.3** (See [5, 6]). Let $I$ be an interval of real numbers and let $f : I \times I \to I$ be a function $f(u, v)$ which decreases in $u \in I$ for each fixed $v \in I$, and increases in $v \in I$ for each fixed $u \in I$. Then for every solution $\{x_n\}^\infty_{n=-1}$ of the difference equation

$$x_{n+1} = f(x_n, x_{n-1}), \quad \text{for } n = 0, 1, \ldots$$

the subsequences $\{x_{2n}\}^\infty_{n=0}$ and $\{x_{2n-1}\}^\infty_{n=0}$ of even and odd terms are eventually monotonic.

We follow the terminology given in [13] for stability of an equilibrium. Here we restate some of their results for convenience.

Suppose that $f : I \times I \to I$, is a continuous function, which defines the difference equation

$$x_{n+1} = f(x_n, x_{n-1}), \quad \text{for } n = 0, 1, \ldots$$

where $f(u, v)$ is continuously differentiable in some neighborhood of the equilibrium $\bar{x}$. We define the following constants

$$a_1 = -\frac{\partial f}{\partial u}(\bar{x}, \bar{x}),$$  \hspace{1cm} (2.3)

$$a_0 = -\frac{\partial f}{\partial v}(\bar{x}, \bar{x}).$$  \hspace{1cm} (2.4)

The equation

$$\lambda^2 + a_1 \lambda + a_0 = 0$$  \hspace{1cm} (2.5)

is called the characteristic equation.
Theorem 2.4 (Linearized stability theorem, see [13]). Suppose that $f$ is a continuously differentiable function defined on some open neighborhood of $\bar{x}$. Then the following are true:

1. If the roots of (2.5) have absolute value less than one, then the equilibrium $\bar{x}$ is locally asymptotically stable.

2. If at least one of the roots of (2.5) has absolute value greater than one, then the equilibrium $\bar{x}$ is unstable.

3. If all of the roots of (2.5) have absolute value greater than one, then the equilibrium $\bar{x}$ is a source.

If none of the roots of (2.5) are equal to one in absolute value, then the equilibrium is said to be hyperbolic. If at least one of the roots has absolute value equal to one, then $\bar{x}$ is said to be nonhyperbolic. If an equilibrium is hyperbolic, and at least one of the roots has absolute value greater than one, and at least one of the roots has absolute value less than one, then $\bar{x}$ is said to be a saddle point.

Theorem 2.5 ([See [13, Theorem 1.3]). Consider the second-degree polynomial equation

$$\lambda^2 + a_1\lambda + a_0 = 0$$  \hspace{1cm} (2.6)

where $a_0$ and $a_1$ are real numbers. Then the following statements are true.

1. A necessary and sufficient condition for the roots of (2.6) to lie within the unit disc $|\lambda| < 1$ is

   $$|a_1| < 1 + a_0 < 2$$

2. A necessary and sufficient condition for both roots of (2.6) to have absolute value greater than one is

   $$|a_0| > 1 \text{ and } |a_1| < |1 + a_0|.$$ 

We will use the method of full limiting sequences, as developed by Karakostas, see [18, 19].

Theorem 2.6 ([See [13, Theorem 1.8]). Consider the difference equation

$$x_{n+1} = f(x_n, x_{n-1}, \ldots, x_{n-k})$$  \hspace{1cm} (2.7)

where $f \in C[J^{k+1}, J]$, for some interval $J$ of real numbers and some nonnegative integer $k$. Let $\{x_n\}_{n=-k}^\infty$ be a solution of (2.7). Set $I = \liminf_{n \to \infty} x_n$ and $S = \limsup_{n \to \infty} x_n$, and suppose that $I, S \in J$. Let $L_0$ be a limit point of the sequence $\{x_n\}_{n=-k}^\infty$. Then the following statements are true.
1. There exists a solution \( \{L_n\}_{n=-\infty}^{\infty} \) of (2.7), called a full limiting sequence of \( \{x_n\}_{n=-k}^{\infty} \), such that \( L_0 = L_0 \), and such that for every \( N \in \mathbb{Z} \), \( L_N \) is a limit point of \( \{x_n\}_{n=-k}^{\infty} \). In particular,

\[
I \leq L_n \leq S \quad \text{for all} \quad N \in \mathbb{Z}.
\]

2. For every \( i_0 \in \mathbb{Z} \), there exists a subsequence \( \{x_{r_i}\}_{i=0}^{\infty} \) of the solution \( \{x_n\}_{n=-k}^{\infty} \) such that 

\[
L_N = \lim_{i \to \infty} x_{r_i+N} \quad \text{for every} \quad N \geq i_0.
\]

The following inequality will be useful, and can be found as an exercise in [27].

\[
\min \left\{ \frac{\alpha_1}{B_1}, \frac{\alpha_2}{B_2}, \ldots, \frac{\alpha_n}{B_n} \right\} \leq \frac{\sum_{k=1}^{n} \alpha_k}{\sum_{k=1}^{n} B_k} \leq \max \left\{ \frac{\alpha_1}{B_1}, \frac{\alpha_2}{B_2}, \ldots, \frac{\alpha_n}{B_n} \right\}, \quad (2.8)
\]

where \( \alpha_1, \ldots, \alpha_n \) are nonnegative real numbers and \( B_1, B_2, \ldots, B_n \) are positive real numbers.

3 Several Auxiliary Results on Equation (1.1)

In this section we will prove several auxiliary results concerning (1.1). These results will be useful in proving Theorem 1.1. We begin, by showing that every positive solution of (1.1) is bounded.

**Theorem 3.1.** Every positive solution of (1.1) is bounded from above and from below by positive constants.

**Proof.** Let \( \{x_n\}_{n=-\infty}^{\infty} \) be a solution of (1.1). We iterate for \( x_n \), and use inequality (2.8) to obtain the following:

\[
x_{n+1} = \frac{\alpha + \gamma x_{n-1}}{Bx_n + Dx_n x_{n-1} + x_{n-1}} \\
\leq \frac{\alpha Bx_{n-1} + \alpha Dx_n x_{n-2} + \alpha x_{n-2} + B\gamma x_n^2 + \gamma x_{n-1} x_{n-2}(Dx_{n-1} + 1)}{\alpha Dx_{n-1} + D\gamma x_{n-1} x_{n-2} + B\gamma x_{n-2} + Bx_n^2 + x_{n-1} x_{n-2}(Dx_{n-1} + 1)} \\
\leq \max \left\{ \frac{B}{D}, \frac{\alpha}{\gamma}, \frac{\alpha}{B\gamma} \right\}.
\]

Thus, we define \( M = \max \left\{ \frac{B}{D}, \frac{\alpha}{\gamma}, \frac{\alpha}{B\gamma} \right\} \), which is an upper bound on \( x_n \). Further,
we use (2.8) to obtain the following lower bound.

\[
x_{n+1} = \frac{\alpha + \gamma x_{n-1}}{Bx_n + Dx_n x_{n-1} + x_{n-1}} \\
\geq \frac{\alpha + \gamma x_{n-1}}{BM + DM x_{n-1} + x_{n-1}} \\
= \frac{\alpha + \gamma x_{n-1}}{BM + (DM + 1)x_{n-1}} \\
\geq \min \left\{ \frac{\alpha}{BM}, \frac{\gamma}{1 + DM} \right\} = m.
\]

Thus, there exists positive constants, \( m, M \) such that \( m \leq x_n \leq M \) for all \( n \geq 1 \), which concludes the proof. \( \square \)

We will use the following cubic polynomial, which will be used to prove several results. Let us define the cubic polynomial \( h \), by

\[
h(x) = Dx^3 + (B + 1)x^2 - \gamma x - \alpha. \tag{3.1}
\]

**Theorem 3.2.** *Equation (1.1) has a unique positive equilibrium.*

**Proof.** Consider the equation,

\[
h(x) = 0, \tag{3.2}
\]

where the function \( h \) is defined in (3.1). By the well-known Decartes’ rule of signs, the cubic equation (3.2) has a unique positive root. We define \( \bar{x} \) as the unique positive solution of (3.2). Thus,

\[
0 = D\bar{x}^3 + (B + 1)\bar{x}^2 - \gamma \bar{x} - \alpha, \tag{3.3}
\]

\[
\bar{x} = \frac{\alpha + \gamma \bar{x}}{B\bar{x} + D\bar{x}^2 + \bar{x}}. \tag{3.4}
\]

Hence, \( \bar{x} \) is the positive equilibrium of (1.1), and \( \bar{x} \) is unique. \( \square \)

In the remainder of this section, we will provide several results concerning the local stability of (1.1). We show that the unique equilibrium is locally asymptotically stable when \( B < B^* \). Before we state and prove Theorem 3.5, we will give some helpful lemmas, the proofs of which follow by direct computation.

**Lemma 3.3.** *Let \( f(u, v) = \frac{\alpha + \gamma v}{Bu + Duv + v} \), then*

\[
\frac{\partial f}{\partial u} = \frac{-(B + Dv)(\alpha + \gamma v)}{(Bu + Duv + v)^2} \quad \text{and} \quad \frac{\partial f}{\partial v} = \frac{(B\gamma - \alpha D)u - \alpha}{(Bu + Duv + v)^2}. \tag{3.5}
\]
Lemma 3.4. Let constants $a_1$ and $a_0$ be as defined in (2.3) and (2.4). Then,

$$a_1 = \frac{(\alpha + \gamma \bar{x})(B + D \bar{x})}{((B + 1)\bar{x} + D\bar{x}^2)^2} \quad \text{and} \quad a_0 = \frac{\alpha - (B\gamma - \alpha D)\bar{x}}{((B + 1)\bar{x} + D\bar{x}^2)^2}. \quad (3.6)$$

Further, the characteristic equation of (1.1), $\lambda^2 + a_1\lambda + a_0 = 0$, reduces to

$$\lambda^2 + \left(\frac{(\alpha + \gamma \bar{x})(B + D \bar{x})}{((B + 1)\bar{x} + D\bar{x}^2)^2}\right)\lambda + \left(\frac{\alpha - (B\gamma - \alpha D)\bar{x}}{((B + 1)\bar{x} + D\bar{x}^2)^2}\right) = 0 \quad (3.7)$$

We are now ready for our theorem on local stability.

Theorem 3.5. Let $\bar{x}$ be the unique positive equilibrium of (1.1), and $B^*$ be defined in (1.3). Then, the following statements are true.

1. If $B < B^*$, then $\bar{x}$ is locally asymptotically stable.

2. If $B = B^*$, then $\bar{x}$ is nonhyperbolic. Further, one of the roots of the characteristic polynomial is $-1$, while the other lies inside the unit disk.

3. If $B > B^*$, then $\bar{x}$ is unstable. Further, it is a saddle point.

We will prove Theorem 3.5 by using the following lemmas.

Lemma 3.6. Let $\bar{x}$ be the unique positive equilibrium of (1.1), and $B^*$ be defined in (1.3). Then the following are true.

1. If $B < B^*$, then $$(B\gamma - \alpha D - \gamma)\bar{x} - 2\alpha < 0.$$ 

2. If $B = B^*$, then 

$$\bar{x} = \frac{2\alpha}{B\gamma - \alpha D - \gamma}.$$ 

3. If $B > B^*$, then $$(B\gamma - \alpha D - \gamma)\bar{x} - 2\alpha > 0.$$ 

Proof. If $B \leq 1 + \frac{\alpha D}{\gamma}$, then $B\gamma - \alpha D - \gamma \leq 0$, then it must be the case that $B < B^*$. Clearly,

$$B\gamma \bar{x} - \alpha D \bar{x} - \gamma \bar{x} - 2\alpha = (B\gamma - \alpha D - \gamma)\bar{x} - 2\alpha < 0.$$ 

Thus, we suppose that $B > 1 + \frac{\alpha D}{\gamma}$. We define the linear function 

$$g(z) = (B\gamma - \alpha D - \gamma)z - 2\alpha.$$ 

It is clear that $g$ is a line with positive slope and negative $y$-intercept. The $z$-intercept of this line occurs at the point 

$$\hat{z} = \frac{2\alpha}{B\gamma - \alpha D - \gamma}.$$ 

We will now show that:
1. if $B < B^*$, then $\bar{x} < \hat{z}$;
2. if $B = B^*$, then $\bar{x} = \hat{z}$;
3. if $B > B^*$, then $\bar{x} > \hat{z}$.

We will use the function $h$ defined in (3.1). Recall that $h(x)$ is a cubic equation, which has a unique positive root at $\bar{x}$. Thus, it suffices to show that:
1. if $B < B^*$, then $h(\hat{z}) > 0$;
2. if $B = B^*$, then $h(\hat{z}) = 0$;
3. if $B > B^*$, then $h(\hat{z}) < 0$.

Observe that
\[
h(\hat{z}) = D \left( \frac{-2\alpha}{B\gamma - \alpha D - \gamma} \right)^3 + (B + 1) \left( \frac{-2\alpha}{B\gamma - \alpha D - \gamma} \right)^2 - \gamma \left( \frac{-2\alpha}{B\gamma - \alpha D - \gamma} \right) - \alpha
\]
\[
= \frac{-\alpha(B\gamma - \alpha D + \gamma)(\gamma^2 B^2 - (2\gamma^2 + 2\gamma \alpha D + 4\alpha)B)}{(B\gamma - \alpha D - \gamma)^3}
+ \frac{-\alpha(B\gamma - \alpha D + \gamma)(\gamma^2 + 4\alpha + \alpha^2 D^2 + 2\alpha \gamma D)}{(B\gamma - \alpha D - \gamma)^3}.
\]

We know that $\alpha > 0$ and $B\gamma - \alpha D + \gamma > B\gamma - \alpha D - \gamma > 0$. Hence, we must determine the sign of
\[
\gamma^2 B^2 - (2\gamma^2 + 2\gamma \alpha D + 4\alpha)B + (\gamma^2 + 4\alpha + \alpha^2 D^2 + 2\alpha \gamma D).
\]

Let us analyze the quadratic equation
\[
\gamma^2 z^2 - (2\gamma^2 + 2\gamma \alpha D + 4\alpha)z + (\gamma^2 + 4\alpha + \alpha^2 D^2 + 2\alpha \gamma D) = 0. \tag{3.8}
\]

By applying the quadratic formula, we see that the solutions are
\[
z = \frac{\gamma^2 + \gamma \alpha D + 2\alpha \pm 2\alpha \sqrt{1 + \gamma D}}{\gamma^2}.
\]

Notice that
\[
\frac{\gamma^2 + \gamma \alpha D + 2\alpha - 2\alpha \sqrt{1 + \gamma D}}{\gamma^2} < \frac{\gamma^2 + \gamma \alpha D}{\gamma^2} = 1 + \frac{\alpha D}{\gamma}.
\]

Amazingly, $\frac{\gamma^2 + \gamma \alpha D + 2\alpha + 2\alpha \sqrt{1 + \gamma D}}{\gamma^2} = B^*$. Hence, if $1 + \frac{\alpha D}{\gamma} < B < B^*$ the expression in (3.8) is negative, hence $h(\hat{z}) > 0$; if $B = B^*$, then the expression in (3.8) is zero, hence $h(\hat{z}) = 0$; and if $B > B^*$ then the expression in (3.8) is positive, hence $h(\hat{z}) < 0$. □

Lemma 3.7. Let $a_0$ be the constant defined in Lemma 3.4. Then,

1. $1 + a_0 < 2$. 

Proof. It suffices to show that $a_0 < 1$. Consider the following:

$$a_0 < 1$$

$$\frac{\alpha - (B \gamma - \alpha D)\bar{x}}{((B + 1)\bar{x} + D\bar{x}^2)^2} < 1$$

$$\alpha - (B \gamma - \alpha D)\bar{x} < ((B + 1)\bar{x} + D\bar{x}^2)^2$$

$$\alpha - (B \gamma - \alpha D)\bar{x} < (B + 1)^2\bar{x}^2 + 2(B + 1)D\bar{x}^3 + D^2\bar{x}^4. \quad (3.9)$$

By (3.1), we obtain the following identity.

$$\alpha = (B + 1)\bar{x}^2 + D\bar{x}^3 - \gamma \bar{x}. \quad (3.10)$$

We use (3.10) to simplify (3.9) and obtain the following inequality.

$$-(1 + B + D)\gamma \bar{x} < B(B + 1)\bar{x}^2 + BD\bar{x}^3 \quad (3.11)$$

where the left-hand side of (3.11) is negative while the right-hand side is positive. Thus $1 + a_0 < 2$ is always satisfied.

Observe that $a_1 > 0$ and thus $|a_1| = a_1$, where $a_1$ is the constant given in Lemma 3.4.

Lemma 3.8. Let $a_0$ and $a_1$ be the constants defined in Lemma 3.4. The following statements are true:

1. if $B < B^*$, then $a_1 < 1 + a_0$;
2. if $B = B^*$, then $a_1 = 1 + a_0$;
3. if $B > B^*$, then $a_1 > 1 + a_0$.

Proof. We will prove the first statement, and the proofs of the other two follow similarly. Assume that $B < B^*$. By Lemma 3.6, we see that

$$B\gamma \bar{x} - \alpha D\bar{x} - \gamma \bar{x} - 2\alpha < 0. \quad (3.12)$$

Thus,

$$B\gamma \bar{x} - \alpha D\bar{x} < \gamma \bar{x} + 2\alpha$$

$$\alpha B + 2B\gamma \bar{x} - \alpha D\bar{x} < B\gamma \bar{x} + \gamma \bar{x} + \alpha B + 2\alpha$$

$$\alpha B + 2B\gamma \bar{x} - \alpha D\bar{x} < (B + 1)^2\bar{x}^2 - (B + 1)^2\bar{x}^2$$

$$+ (B + 1)\gamma \bar{x} + (B + 1)\alpha + \alpha.$$

We use (3.1) to obtain the identity

$$D\bar{x}^3 = -(B + 1)\bar{x}^2 + \gamma \bar{x} + \alpha$$
which we use to obtain the inequality
\[
\alpha B + 2B\gamma \bar{x} + D\bar{x}^2 + (B + 1)D\bar{x}^3 - \alpha D\bar{x} < (B + 1)^2\bar{x}^2 + 2(B + 1)D\bar{x}^3 + D^2\bar{x}^4 + \alpha.
\]
We will also use the identity
\[
\gamma \bar{x} = D\bar{x}^3 + (B + 1)\bar{x}^2 - \alpha
\]
which also follows from (3.1). Thus,
\[
\alpha B + \alpha D\bar{x} + B\gamma \bar{x} + D\gamma \bar{x}^2 < (B + 1)\bar{x}^2 + 2(B + 1)D\bar{x}^3 + D^2\bar{x}^4
\]
\[
+ \alpha - B\gamma \bar{x} + \alpha D\bar{x}
\]
\[
(\alpha + \gamma \bar{x})(B + D\bar{x}) < \left((B + 1)\bar{x} + D\bar{x}^2\right)^2 + \alpha - (B\gamma - \alpha D)\bar{x}
\]
\[
\frac{(\alpha + \gamma \bar{x})(B + D\bar{x})}{((B + 1)\bar{x} + D\bar{x}^2)^2} < 1 + \frac{\alpha - (B\gamma - \alpha D)\bar{x}}{((B + 1)\bar{x} + D\bar{x}^2)^2}
\]
\[
a_1 < 1 + a_0,
\]
which concludes the proof.

Proof of Theorem 3.5. If \( B < B^* \) then from Lemma 3.7 and Lemma 3.8 it follows that \(|a_1| < 1 + a_0 < 2\), and so by Theorem 2.5 it follows that both roots of the characteristic polynomial lie inside the unit disc, and by Theorem 2.4, the equilibrium \( \bar{x} \) is locally asymptotically stable.

If \( B = B^* \), then Lemma 3.8 implies that \( a_1 = 1 + a_0 \). Thus, the characteristic polynomial (3.7) reduces to
\[
\lambda^2 + (1 + a_0)\lambda + a_0 = 0,
\]
which factors as
\[
(\lambda + 1)(\lambda + a_0) = 0.
\]
This means that one root is \( \lambda = -1 \), and the other is \( \lambda = -a_0 \). It remains to show that \(|a_0| < 1\). Since we have shown that \( a_0 < 1 \), it suffices to show that \( a_0 > -1 \). Hence,
\[
a_0 > -1
\]
\[
a_1 - 1 > -1
\]
\[
a_1 > 0.
\]
But, it is clear from the Lemma 3.4 that \( a_1 > 0 \), and thus \(|a_0| < 1\). So we conclude that when \( B = B^* \) the characteristic polynomial (2.6) has one root which is negative one, and one root which is inside the unit disc, and thus the unique positive equilibrium \( \bar{x} \) is nonhyperbolic.

Finally, if \( B > B^* \), it follows from Lemma 3.8 that \( a_1 > 1 + a_0 \) and thus by Theorem 2.5, at least one of the roots of the characteristic polynomial must lie outside of the unit disk, and thus by Theorem 2.4, the unique positive equilibrium \( \bar{x} \) is unstable. However, by Statement (3) of Theorem 2.4, and by Lemma 3.7 we see that it cannot be the case that both roots are outside of the unit disk. Hence, \( \bar{x} \) must be a saddle point. \( \square \)
Existence of Period-Two Solutions

In this next subsection, we will investigate the existence of period-two solutions of (1.1). Amazingly, period-two solutions emerge when $B > B^*$.

**Theorem 3.9.** There exist period-two solutions of (1.1) if and only if $B > B^*$.

Just by the definition, we can check that $B^* > 1$. Further, it is clear that if $B > B^*$, then it follows that $\gamma B > \alpha D$.

**Proof.** Suppose that ..., $\phi, \psi, ...$ is a solution of (1.1). Then, we see that

$$\phi = \frac{\alpha + \gamma \phi}{B \psi + D \phi \psi + \phi}, \quad \psi = \frac{\alpha + \gamma \psi}{B \phi + D \phi \psi + \psi}.$$  

We clear the denominators to obtain

$$B \phi \psi + D \phi^2 \psi + \phi^2 = \alpha + \gamma \phi, \quad (3.13)$$

$$B \phi \psi + D \phi \psi^2 + \psi^2 = \alpha + \gamma \psi. \quad (3.14)$$

Subtract (3.14) from (3.13) to get

$$D \phi \psi (\phi - \psi) + (\phi + \psi)(\phi - \psi) = \gamma (\phi - \psi).$$

Since we assume $\phi \neq \psi$ we simplify to

$$\gamma = D \phi \psi + \phi + \psi, \quad (3.15)$$

$$\phi = \frac{\gamma - \psi}{1 + D \psi}. \quad (3.16)$$

We now substitute (3.16) into (3.14) to get

$$\phi (B \psi + D \psi^2) + \psi^2 = \alpha, \gamma \psi$$

$$\left(\frac{\gamma - \psi}{1 + D \psi}\right) (B \psi + D \psi^2) + \psi^2 = \alpha + \gamma \psi$$

$$(\gamma - \psi)(B \psi + D \psi^2) + \psi^2 + D \psi^3 = (\alpha + \gamma \psi)(1 + D \psi)$$

$$B \gamma \psi + D \gamma \psi^2 - B \psi^2 - D \psi^3 + \psi^2 + D \psi^3 = \alpha + \alpha D \psi + \gamma \psi + D \gamma \psi^2$$

$$(1 - B) \psi^2 + (B \gamma - \alpha D - \gamma) \psi - \alpha = 0. \quad (3.17)$$

By the symmetry of $\phi, \psi$ we see that $\phi$ and $\psi$ must satisfy the quadratic equation:

$$(1 - B) x^2 + (B \gamma - \alpha D - \gamma) x - \alpha = 0. \quad (3.18)$$

By using the quadratic formula, we see that

$$x = \frac{\gamma (1 - B) + \alpha D \pm \sqrt{(B \gamma - \alpha D - \gamma)^2 + 4(1 - B) \alpha}}{2(1 - B)}. \quad (3.19)$$
Thus, we have found the possible solutions for $\phi, \psi$. Now, we must try to show that these are actually solutions.

Without loss of generality, let

$$\psi = \frac{\gamma(1 - B) + \alpha D + \sqrt{(B\gamma - \alpha D - \gamma)^2 + 4(1 - B)\alpha}}{2(1 - B)}$$

$$\phi = \frac{\gamma(1 - B) + \alpha D - \sqrt{(B\gamma - \alpha D - \gamma)^2 + 4(1 - B)\alpha}}{2(1 - B)} \quad (3.20)$$

We will substitute both of these in to (3.13). Notice that

$$\phi\psi = \frac{-\alpha}{1 - B}.$$  

Now consider

$$\frac{\alpha + \gamma\phi}{B\psi + D\phi \psi + \phi} - \phi = \frac{\alpha + \gamma\phi - B\phi\psi - D\phi\psi - \phi^2}{B\psi + D\phi \psi + \phi} \quad (3.21)$$

Let us look at the numerator from the right-hand side of (3.21).

$$\alpha + \gamma\phi - B\phi\psi - D\phi^2\psi - \phi^2 = \alpha + \gamma\phi + \frac{\alpha B}{1 - B} + \frac{\alpha D\phi}{1 - B} - \phi^2$$

$$= \alpha \left(1 + \frac{B}{1 - B}\right) + \left(\gamma + \frac{\alpha D}{1 - B} - \phi\right)\phi$$

$$= \frac{\alpha}{1 - B} + \left(\gamma(1 - B) + \alpha D - (1 - B)\phi\right)\phi$$

Now, by using (3.20), we obtain:

$$\frac{\gamma(1 - B) + \alpha D - (1 - B)\phi}{1 - B} = \psi.$$

Thus,

$$\frac{\gamma(1 - B) + \alpha D - (1 - B)\phi}{1 - B} = \psi$$

$$\frac{\alpha}{1 - B} + \left(\frac{\gamma(1 - B) + \alpha D - (1 - B)\phi}{1 - B}\right)\phi = \frac{\alpha}{1 - B} + \psi\phi$$

$$\frac{\alpha}{1 - B} + \left(\frac{\gamma(1 - B) + \alpha D - (1 - B)\phi}{1 - B}\right)\phi = \frac{\alpha}{1 - B} + \frac{-\alpha}{1 - B}.$$  

Hence,

$$\frac{\alpha + \gamma\phi}{B\psi + D\phi\psi + \phi} - \phi = 0.$$
By symmetry, we see obtain the same condition for $\psi$. And thus, a prime period-two solutions exist. Since equation (3.15) is symmetric with respect to $\phi$ and $\psi$, then $\phi$ also has to satisfy (3.19). Thus, we will only have the existence of period-two solutions when the discriminant of (3.19) is positive. Hence, we desire a condition that guarantees that

$$
(B\gamma - \alpha D - \gamma)^2 + 4(1 - B)\alpha > 0. 
$$

(3.22)

Let us solve the inequality in (3.22) by setting the expression equal to zero. Hence, we solve

$$
0 = \gamma^2 B^2 - 2(\gamma^2 + \gamma \alpha D + 2\alpha)B + \gamma^2 + 2\gamma \alpha D + 4\alpha + \alpha^2 D^2. 
$$

(3.23)

Using the quadratic formula, we obtain:

$$
B = \frac{(\gamma^2 + \gamma \alpha D + 2\alpha) \pm 2\alpha \sqrt{\gamma D + 1}}{\gamma^2} 
$$

(3.24)

We will analyze the roots in (3.24). Notice that (3.23) has a positive leading coefficient, so it is concave up, and the coefficient of $B$ is negative. Further, there are exactly two positive solutions for (3.23). Since we know that $B > 1$ is a necessary condition for the existence of prime period-two solutions, then we know that period-two solutions will only exist when

$$
B > \frac{\gamma^2 + \gamma \alpha D + 2\alpha + 2\alpha \sqrt{1 + \gamma D}}{\gamma^2} = B^* 
$$

Notice that if $B = B^*$, then the discriminant of (3.18) is zero, and so there would only be one solution of (3.18). Hence there are no prime period-two solutions when $B = B^*$.

If $1 < B < B^*$ then the discriminant of (3.18) is negative, in which case there are no real solutions, hence there can be no period-two solutions for $1 < B < B^*$.

If $B < 1$ then the quadratic function in (3.18) opens upwards, and one of its roots is negative, so there can be at most one positive root. Hence, there are no period-two solutions for $B < 1$.

We find that in addition to $B^*$, there are several other constants that are important for understanding the nature of (1.1). We define them as

$$
B^- = \frac{2\gamma \alpha D + \alpha - \alpha \sqrt{1 + 4\gamma D}}{2\gamma^2},
$$

and

$$
B^+ = \frac{2\gamma \alpha D + \alpha + \alpha \sqrt{1 + 4\gamma D}}{2\gamma^2}. 
$$

(3.25)

The next lemma will show the relationship between these and other previously defined constants. The proof is omitted.
Lemma 3.10. 

\[ B^- < \frac{\alpha D}{\gamma} < B^+ < B^* \]

Lemma 3.11. The following are true.

1. If \( \frac{\alpha D}{\gamma} < B \leq B^+ \), then 
   \[ \max \left\{ \frac{\alpha}{\gamma B - \alpha D}, \frac{\gamma B}{D(\gamma B - \alpha D) + B} \right\} = \frac{\alpha}{\gamma B - \alpha D}. \]

2. If \( B > B^+ \) then 
   \[ \min \left\{ \frac{\alpha}{\gamma B - \alpha D}, \frac{\gamma B}{D(\gamma B - \alpha D) + B} \right\} = \frac{\alpha}{\gamma B - \alpha D}. \]

Proof. Let \( b \) be the quadratic function,

\[ b(z) = \gamma^2 z^2 - (2\gamma \alpha D + \alpha)z + \alpha^2 D^2, \tag{3.26} \]

whose roots are \( B^- \) and \( B^+ \).

We prove the second statement, while the proof of the first follows similarly. Assume that \( B > B^+ \) then, by the nature of (3.26), it follows that

\[ 0 \leq \gamma^2 B^2 - (2\gamma \alpha D + \alpha)B + \alpha^2 D^2 \]
\[ \alpha D \gamma B - \alpha^2 D^2 + \alpha B \leq \gamma^2 B^2 - \alpha D \gamma B \]
\[ \alpha D(\gamma B - \alpha D) + \alpha B \leq \gamma B(\gamma B - \alpha D) \]
\[ \frac{\alpha}{\gamma B - \alpha D} \leq \frac{\gamma B}{D(\gamma B - \alpha D) + B}. \]

and

\[ \frac{\alpha}{\gamma B - \alpha D} \leq \frac{\gamma B}{D(\gamma B - \alpha D) + B} \]
\[ \alpha D(\gamma B - \alpha D) + \alpha B \leq \gamma B(\gamma B - \alpha D) \]
\[ \alpha D \gamma B - \alpha^2 D^2 + \alpha B \leq \gamma^2 B^2 - \alpha D \gamma B \]
\[ \gamma^2 B^2 - (2\gamma \alpha D + \alpha)B + \alpha^2 D^2 \geq 0. \tag{3.27} \]

Thus, concludes the proof.

Our goal is to show that depending on the value of \( B \), there will be a specific closed and bounded invariant and attracting interval. If \( \frac{\alpha D}{\gamma} < B < B^+ \), then we will show that \([\gamma B - \alpha D)/B, \alpha/(\gamma B - \alpha D)]\) is such an interval, while if \( B > B^+ \), then the interval will be \([\alpha/(\gamma B - \alpha D), (\gamma B - \alpha D)/B]\).

We will define the interval

\[ K = \begin{cases} 
\left[ \frac{\gamma B - \alpha D}{B}, \frac{\alpha}{\gamma B - \alpha D} \right], & \text{if } \frac{\alpha D}{\gamma} < B < B^+ \\
\left[ \frac{\alpha}{\gamma B - \alpha D}, \frac{\gamma B - \alpha D}{B} \right], & \text{if } B > B^+ 
\end{cases} \]
Amazingly, when we have $B = B^+$, we are able to determine the unique equilibrium exactly. In this case, the interval $K$ degenerates to a single point.

**Lemma 3.12.** If $B = B^+$ then the unique equilibrium of (1.1) is

$$\bar{x} = \frac{\gamma B - \alpha D}{B} = \frac{\alpha}{\gamma B - \alpha D}.$$ \hfill $\Box$

**Proof.** We leave it to the reader to verify that if $B = B^+$, then

$$\frac{\gamma B - \alpha D}{B} = \frac{\alpha}{\gamma B - \alpha D}.$$ \hfill $\square$

Notice that this implies that

$$\left(\frac{\gamma B - \alpha D}{B}\right)^2 = \left(\frac{\alpha}{\gamma B - \alpha D}\right)^2 = \left(\frac{\alpha}{\gamma B - \alpha D}\right)\left(\frac{\gamma B - \alpha D}{B}\right) = \frac{\alpha}{B}.$$ \hfill $\square$

Let $h$ be the cubic equation defined in (3.1). We show that

$$h \left(\frac{\gamma B - \alpha D}{B}\right) = D\frac{\alpha}{B} \frac{\gamma B - \alpha D}{B} + (B + 1)\frac{\alpha}{B} - \gamma B - \alpha D - \alpha = \frac{\alpha D(\gamma B - \alpha D)}{B^2} + \frac{\alpha}{B} - \gamma B - \alpha D - \alpha = \frac{\alpha D(\gamma B - \alpha D) - \gamma B(\gamma B - \alpha D)}{B^2} + \frac{\alpha}{B} = \frac{\alpha(\gamma B - \alpha D)(\alpha D - \gamma B)}{B^2} + \frac{\alpha}{B} = -\frac{(\gamma B - \alpha D)^2}{B^2} - \frac{\alpha}{B} = \frac{\alpha}{B} - \frac{\alpha}{B} = 0.$$ \hfill $\square$

Hence, $\bar{x} = \frac{\gamma B - \alpha D}{B} = \frac{\alpha}{\gamma B - \alpha D}.$ \hfill $\Box$

Our next lemma shows that consecutive terms of our solution oscillate around this interval $K$.

**Lemma 3.13.** Let $\{x_n\}_{n=-1}^{\infty}$ be a solution of (1.1). The following statements are true.

1. If $\frac{\alpha D}{\gamma} < B \leq B^+$, then:

   (a) if $x_n \leq \frac{\alpha}{\gamma B - \alpha D}$, then $x_{n+1} \geq \frac{\gamma B - \alpha D}{B}$;

   (b) if $x_n \geq \frac{\gamma B - \alpha D}{B}$, then $x_{n+1} \leq \frac{\alpha}{\gamma B - \alpha D}$. 

2. If \( B > B^+ \), then:

(a) if \( x_n \leq \frac{\gamma B - \alpha D}{B} \), then \( x_{n+1} \geq \frac{\alpha}{\gamma B - \alpha D} \);

(b) if \( x_n \geq \frac{\alpha}{\gamma B - \alpha D} \), then \( x_{n+1} \leq \frac{\gamma B - \alpha D}{B} \).

**Proof.** We give the proof for the case when \( \frac{\alpha D}{\gamma} < B \leq B^+ \). The proof for the other case follows similarly, and will be omitted.

Suppose that \( x_n \leq \frac{\alpha}{\gamma B - \alpha D} \). Then, by using Inequality (2.8), we can see that

\[
x_{n+1} = \frac{\alpha + \gamma x_{n-1}}{B x_n + D x_n x_{n-1} + x_{n-1}} \\
\geq \frac{\alpha + \gamma x_{n-1}}{\frac{\alpha}{\gamma B - \alpha D} + D \left( \frac{\alpha}{\gamma B - \alpha D} \right) x_{n-1} + x_{n-1}} \\
= \frac{\alpha + \gamma x_{n-1}}{\frac{\alpha B}{\gamma B - \alpha D} + \left( \frac{\alpha B}{\gamma B - \alpha D} \right) x_{n-1}} \\
\geq \min \left\{ \frac{\alpha (\gamma B - \alpha D)}{\alpha B}, \frac{\gamma (\gamma B - \alpha D)}{\gamma B} \right\} = \frac{\gamma B - \alpha D}{B}.
\]

Suppose that \( x_n \geq \frac{\gamma B - \alpha D}{B} \). Then, by using Lemma 3.11:

\[
x_{n+1} = \frac{\alpha + \gamma x_{n-1}}{B x_n + D x_n x_{n-1} + x_{n-1}} \\
\leq \frac{\alpha + \gamma x_{n-1}}{\left( \frac{\gamma B - \alpha D}{B} \right) + D \left( \frac{\gamma B - \alpha D}{B} \right) x_{n-1} + x_{n-1}} \\
= \frac{\alpha + \gamma x_{n-1}}{(\gamma B - \alpha D) + \left( \frac{D(\gamma B - \alpha D) + 1}{B} \right) x_{n-1}} \\
= \frac{\alpha + \gamma x_{n-1}}{(\gamma B - \alpha D) + \left( \frac{D(\gamma B - \alpha D) + B}{B} \right) x_{n-1}} \\
\leq \max \left\{ \frac{\alpha}{\gamma B - \alpha D}, \frac{\gamma B}{D(\gamma B - \alpha D) + B} \right\} = \frac{\alpha}{\gamma B - \alpha D}.
\]

Thus, concludes the proof. \( \square \)

The next lemma establishes that the interval \( K \) is invariant. The proof follows from Lemma 3.13, and will be omitted.

**Lemma 3.14.** If \( \frac{\alpha D}{\gamma} < B \) then \( K \) is an invariant interval. In other words, if \( x_n \in K \) then \( x_{n+1} \in K \).
Lemma 3.15. If \( \frac{\alpha D}{\gamma} < B \) then \( K \) is an attracting interval. In other words, there exists \( N \in \mathbb{Z}^+ \) such that \( x_n \in K \) for all \( n \geq N \).

Proof. We will give the proof for \( \frac{\alpha D}{\gamma} < B \leq B^+ \). The proof for the other case follows similarly and will be omitted.

Let \( I = \liminf_{n \to \infty} x_n \) and \( S = \limsup_{n \to \infty} x_n \). Then, if either \( I \in K \) or \( S \in K \), then we are done, since by Lemma 3.14, if \( I \notin K \) and \( S \notin K \). For the sake of contradiction, assume that \( I \notin K \) and \( S \notin K \). It follows from Lemma 3.13 that \( I < \frac{\gamma B - \alpha D}{B} \) and \( S > \frac{\alpha}{\gamma B - \alpha D} \). Thus, there is an open neighborhood \( O \) containing \( S \) such that \( O \cap K = \emptyset \). By Theorem 2.6, let \( S_{n+1} \) be a full-limiting sequence such that \( \lim_{n \to \infty} S_{n+1} = S \). Thus, there exists a positive integer \( N \), such that \( S_n \in O \) for \( n \geq N \).

According to Lemma 3.13, if \( S_n > \frac{\alpha}{\gamma B - \alpha D} \geq \frac{\gamma B - \alpha D}{B} \), then \( S_{n+1} < \frac{\alpha}{\gamma B - \alpha D} \), which is a contradiction. Thus, it must be the case that both \( I \) and \( S \) are in the interval \( K \). \( \square \)

4 Proof of Theorem 1.1

We have defined the constant \( B^+ \) in (3.25), and by Lemma 3.10, we know that \( B^+ < B^* \). We will prove Theorem 1.1 by partitioning the values of \( B \) as follows. For \( B \leq B^+ \), we will use Theorem 2.1 to show that, with the exception of a single value of \( B \), the unique equilibrium is a global attractor. For this single exception, we use Theorem 2.2. Next, for \( B^+ < B \leq B^* \), we will use Theorem 2.3 to show that every solution converges to the unique equilibrium. Finally, for \( B > B^* \), we use Theorem 2.3 and Theorem 3.9 to show that every solution converges to a not necessarily prime period-two solution, and there exists a unique prime period-two solution.

Theorem 4.1. If \( B \leq B^+ \) and \( B \neq \frac{\alpha D}{\gamma} - 1 \) then the unique positive equilibrium of (1.1) is globally asymptotically stable.

Proof. Clearly \( B^+ < B^* \), thus Theorem 3.5 implies that \( \bar{x} \) is locally asymptotically stable in this region of parameters. It suffices to show that under these conditions \( \bar{x} \) is a global attractor.

This proof will use the Theorem 2.1.

Consider the function \( f(u, v) = \frac{\alpha + \gamma v}{Bu + Dw + v} \). Then, by (3.5), it is clear that \( f(u, v) \) is decreasing in \( u \) when \( v \) is fixed. Further, if \( B \leq \frac{\alpha D}{\gamma} \), then \( f(u, v) \) is decreasing in \( v \) when \( u \) is fixed. Further, if \( \frac{\alpha D}{\gamma} < B \leq B^+ \), then by Lemma 3.15, there exists
A Second-Order Rational Difference Equation

$N \in \mathbb{Z}^+$, such that $x_n \in K = \left[ \frac{\gamma B - \alpha D}{B}, \frac{\alpha}{\gamma B - \alpha D} \right]$ for all $n \geq N$, and which also makes $f(u, v)$ nonincreasing in $v$.

We will show that the following system has no positive solutions other than $m = M$.

\[
\begin{cases}
M = \frac{\alpha + \gamma m}{(B + 1)m + Dm^2}, \\
m = \frac{\alpha + \gamma M}{(B + 1)M + DM^2}
\end{cases}
\]  

Thus

\[
(B + 1)mM + Dm^2M = \alpha + \gamma m,
\]

\[
(B + 1)mM + DmM^2 = \alpha + \gamma M.
\]

Subtracting we obtain

\[
DmM(m - M) = \gamma(m - M)
\]

\[
DmM = \gamma.
\]

Since we can assume $m \neq M$. Thus,

\[
m = \frac{\gamma}{DM}.
\]

By substituting (4.2) into (4.1) we obtain

\[
B = \frac{\alpha D}{\gamma} - 1.
\]

Thus, if $B \neq \frac{\alpha D}{\gamma} - 1$ then Theorem 2.1 implies that the unique positive equilibrium is a global attractor. From Theorem 3.5, we see that in this region the equilibrium is globally asymptotically stable.

We now look at the point when $B = \frac{\alpha D}{\gamma} - 1$ separately.

**Theorem 4.2.** Suppose that $B = \frac{\alpha D}{\gamma} - 1$. Then, every solution of (1.1) converges to the unique positive equilibrium, $\bar{x}$.

**Proof.** We will use Theorem 2.2. Observe that

\[
\frac{d}{dx}xf(x, x) = 0,
\]

thus, $xf(x, x)$ is nondecreasing in $x$. Hence, it follows that $\bar{x}$ is a global attractor. \qed
Theorem 4.3. Let $\bar{x}$ be the unique positive equilibrium of (1.1). The following statements are true.

1. If $B^+ < B \leq B^*$ then every solution of (1.1) converges to $\bar{x}$.

2. If $B > B^*$ then every solution of (1.1) converges to a period-two solution. Further, the unique equilibrium is unstable, and every prime period-two solution is unique.

Proof. In this region, $f(u, v)$ is decreasing in $u$ and increasing in $v$. By Theorem 2.3, the subsequences $\{x_{2n}\}_{n=0}^{\infty}$ and $\{x_{2n+1}\}_{n=-1}^{\infty}$ are eventually monotone. Since they are eventually in $J$, a bounded interval, they must converge. By Theorem 3.9, if $B \leq B^*$, there are no period-two solutions present, thus every solution must converge to the equilibrium. When $B > B^*$, we know that period-two solutions exist, and every solution converges to a (not necessarily prime) period-two solution. The uniqueness of the prime period-two solution follows from Theorem 3.9.

Lastly, in the case when $B > B^*$ the equilibrium is unstable. To prove this, we apply Theorem 3.5. Further, as a consequence of Theorem 3.9 we know that there exists a unique prime period-two solution when $B > B^*$. This concludes the proof of Theorem 1.1.

5 Conclusion

We saw that period-two solutions emerge for $B > B^*$, and that the equilibrium is an unstable saddle point in this region. We pose the following open problem.

Open Problem 5.1. Find the basin of attraction for the unique prime period-two solution of (1.1) when $B > B^*$.

An Application of Theorem 1.1 to a System

We will conclude this paper by showing how Theorem 1.1 can be applied to a system of rational difference equations. Let us introduce the system of rational difference equations known as System (12, 17) in the numbering system defined in [4]. Namely,

$$
\begin{cases}
    x_{n+1} = \frac{\alpha}{\beta x_n + y_n} \\
    y_{n+1} = \frac{x_n}{A + x_n}
\end{cases} \quad \text{for } n = 0, 1, \ldots, \quad (5.1)
$$

where the coefficients are positive real numbers and the initial conditions are nonnegative real numbers such that the denominators are never zero.

This system was studied in [3], where it was determined that the system was bounded in both components. Further, a nonautonomous variation of the system was studied
in [22] where it was determined that both components are bounded when the coefficients are themselves sequences which are bounded from above and from below by positive constants. We can iterate to obtain the following second-order equation for $x_{n+1}$, which we can view as a special case of (1.1):

$$x_{n+1} = \frac{\alpha A + \alpha x_{n-1}}{A\beta x_n + \beta x_n x_{n-1} + x_{n-1}} \text{ for } n = 0, 1, \ldots$$  \hspace{1cm} (5.2)

The global behavior of the system in (5.1) as well as the equation in (5.2) has been determined by Drymonis and Ladas, see [11], who showed that there is a unique equilibrium which is globally asymptotically stable. We claim that this result will also follow from our Theorem 1.1. Namely, we give the following corollary.

**Corollary 5.2.** Let $\{(x_n, y_n)\}_{n=0}^\infty$ be any solution of the system (5.1). Then the unique positive equilibrium $(\bar{x}, \bar{y})$ is globally asymptotically stable.

**Proof.** After converting the system into the equation (5.2), we can define the new parameters as follows:

$$x_{n+1} = \frac{\alpha A + \alpha x_{n-1}}{A\beta x_n + \beta x_n x_{n-1} + x_{n-1}} := \frac{\alpha' + \gamma' x_{n-1}}{B' x_n + D' x_n x_{n-1} + x_{n-1}}$$

and thus

$$\gamma' B' - \alpha' D' = \alpha A\beta - \alpha A\beta = 0.$$

Thus,

$$\gamma'^2 B' = \gamma' \alpha' D' < \gamma'^2 + \gamma' \alpha' D' + 2\alpha' + 2\alpha' \sqrt{1 + \gamma' D'}.$$

We can now apply case (1) of Theorem 1.1. \qed
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