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Abstract

In this paper we extend some of our recent results given in [15], so we consider
a matrix transformationA = (ank)n,k≥1 and say that a sequenceX = (xn)n≥1 is
A-statistically convergent toL ∈ V with respect to the intuitionistic fuzzy normed
space (IFNS)V if

lim
n→∞

1
n
|{k ≤ n : ν ([AX]k − L, t) ≥ ε or 1− µ ([AX]k − L, t) ≥ ε}| = 0

for anyε > 0. The aim of this paper is to give conditions onX to haveA-statistical
convergence on IFNSV . Then, among other things, we consider the cases when
A is either of the matrices̃Nq,χ, N q, NpN q, D1/τ∆ (λ), or C (λ).

AMS Subject Classifications:40C05, 40J05, 46A15.
Keywords: Matrix transformations, intuitionistic fuzzy normed space, statistical con-
vergence, operator of weighted mean.

1 Introduction

Fuzzy set theorywas introduced in 1965 by Zadeh [22] and used to obtain many results
in set theory.Fuzzy logicwas used among other things in the study of nonlinear dy-
namical systems [12], incontrol of chaos[6], in population dynamics [1]. Thefuzzy
topologyhas many applications inquantum particle physics, see [4].

In this paper we consider the notion ofintuitionistic fuzzy normed space(briefly
IFNS), and we define and deal withA-statistical convergence on IFNS, whereA =
(ank)n,k≥1 is an infinite matrix. Then we give applications to the cases whenA is either
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of the matricesÑq,χ, N q, NpN q, D1/τ∆ (λ), or C (λ). These results extend in a certain
sense those given in [15].

First recall some notations and definitions used in this paper. In the following we
will write I = [0, 1].

Definition 1.1. The mapT : I × I → I is said to be of type (N) if it satisfies the
conditions

a) T is associative,

b) T is continuous and commutative,

c) for everya, b, c, d ∈ I, the conditiona ≤ c andb ≤ d implies

aTb ≤ cTd.

Definition 1.2 (See [20]).The map∗ : I × I → I is said to be a continuoust-norm if
it is of type (N) witha ∗ 1 = a for all a ∈ I.

Definition 1.3 (See [20]).The map♦ : I × I → I is said to be a continuoust-conorm
if it is of type (N) with a♦0 = a for all a ∈ I.

There are some examples of maps that are continuoust-norms or continuoust-
conorms. Consider the case whenV = R, a ∗ b = ab, a ∗ b = min {a, b}, a♦b =
min {a + b, 1} anda♦b = max {a, b} for all a, b ∈ I.

Definition 1.4. Let V be a vector space,∗ be a continuoust-norm and♦ a continuous
t-conorm andµ, ν be fuzzy sets onV × (0,∞) (that is,µ, ν : V × (0,∞) → [0, 1]).
We say that(V, µ, ν, ∗,♦) is an intuitionistic fuzzy normed space (IFNS) if for everyx,
y ∈ V ands, t > 0 we have

a) µ (x, t) + ν (x, t) ≤ 1,

b) µ (x, t) > 0,

c) µ (x, t) = 1 if and only if x = 0,

d) µ (αx, t) = µ (x, t/ |α|) for all α 6= 0,

e) µ (x, t) ∗ µ (y, s) ≤ µ (x + y, t + s),

f) µ (x, .) : (0,∞) → I is continuous,

g) lim
t→∞

µ (x, t) = 1 andlim
t→0

µ (x, t) = 0,

h) ν (x, t) ≤ 1,
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i) ν (x, t) = 0 if and only if x = 0,

j) ν (αx, t) = ν (x, t/ |α|) for all α 6= 0,

k) ν (x, t)♦ν (y, s) ≥ ν (x + y, t + s),

l) ν (x, .) : (0,∞) → I is continuous,

m) lim
t→∞

ν (x, t) = 0 andlim
t→0

ν (x, t) = 1.

In this case(µ, ν) is called an intuitionistic fuzzy norm (briefly IFN). We give a
standard example.

Example 1.5. Let V be a vector space with norm‖·‖ and leta ∗ b = ab anda♦b =
min {a + b, 1} for all a, b ∈ I. Put

µ (x, t) =
t

t + ‖x‖
andν (x, t) =

‖x‖
t + ‖x‖

for all x ∈ V andt > 0.

It can be easily be shown that(V, µ, ν, ∗,♦) is an IFNS.

2 Convergence with Respect to the IFN(µ, ν)

2.1 Convergence on IFNS

We writes (V ) for the set of all complex sequences onV , and writes for the set of all
complex or real sequences.

Definition 2.1 (See [20]).Let (V, µ, ν, ∗,♦) be an IFNS. A sequenceX = (xn)n≥1 ∈
s (V ) is said to be convergent toL ∈ V with respect to the IFN(µ, ν) if for every ε,
t > 0 there isk0 ∈ N depending onε andt such that

µ (xk − L, t) > 1− ε andν (xk − L, t) < ε for all k ≥ k0.

Then we write(µ, ν)− lim X = L or xk
(µ,ν)→ L (k →∞) .

In the same way we will say thatµ − lim X = L or xk
µ→ L (k →∞) if for every

ε, t > 0 there isk0 ∈ N depending onε andt such that

µ (xk − L, t) > 1− ε for all k ≥ k0.

For a given sequenceX ∈ s (V ), L ∈ V andε, t > 0, put

Γµ,ν (X, ε, t) = {k ∈ N : µ (xk − L, t) > 1− ε andν (xk − L, t) < ε} ,

Γν (X, ε, t) = {k ∈ N : ν (xk − L, t) < ε}
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and

Γµ (X, ε, t) = {k ∈ N : µ (xk − L, t) > 1− ε} .

It can easily be seen thatxk
(µ,ν)→ L (k →∞) if for everyε, t > 0 there isk0 such that

[k0, +∞[ ⊂ Γµ,ν (X, ε, t) .

Similarly, xk
µ→ L (k →∞) if for all ε, t > 0 there isk0 with [k0, +∞[ ⊂ Γµ (X, ε, t).

To simplify we writeΓµ,ν (X), Γν (X) andΓµ (X) instead ofΓµ,ν (X, ε, t), Γν (X, ε, t)
andΓµ (X, ε, t). We state the following elementary lemma.

Lemma 2.2. Let (V, µ, ν, ∗,♦) be an IFNS. Then for givenX ∈ s (V ), L ∈ V andε,
t > 0 we have

Γµ,ν (X) = Γµ (X) andΓµ (X) ⊂ Γν (X) .

Proof. Trivially Γµ,ν (X) ⊂ Γµ (X). Now takek ∈ Γµ (X). Thenµ (xk − L, t) > 1−ε
and from Definition 1.4 a) we have

ν (xk − L, t) ≤ 1− µ (xk − L, t) < ε.

This shows thatk ∈ Γµ,ν (X) and Γµ (X) ⊂ Γµ,ν (X). We concludeΓµ,ν (X) =
Γµ (X) . Then triviallyΓµ,ν (X) = Γµ (X) ⊂ Γν (X). This completes the proof.

As a direct consequence of Lemma 2.2, we obtain the next lemma.

Lemma 2.3. Let (V, µ, ν, ∗,♦) be an IFNS. Thenxk
(µ,ν)→ L (k →∞) if and only if

xk
µ→ L (k →∞).

Proof. If xk
(µ,ν)→ L (k →∞) for everyε, t > 0, then there isk0 such that[k0, +∞[ ⊂

Γµ,ν (X), and sinceΓµ,ν (X) = Γµ (X), we deducexk
µ→ L. The converse can be

shown similarly.

Remark2.4. The convergence(µ, ν)− lim X = L is equivalent to the convergenceµ−
lim X = L, and it is not necessary to introduce the first convergence. In this paper, we
introduce the first convergence, mainly to keep the conventional approach. Furthermore,
in the special case, in Example 1.5,(µ, ν)-convergence and norm convergence for the
sequence(xn)n≥1 are equivalent.

Remark2.5. Let us remark that the notion of intuitionistic fuzzy metric spaces was
introduced by Park in [18]. In Gregori, Romaguera, Veeramani [11] (see also Saadati,
Sedghi, Shobe [19]), it was shown that Park’s definition of intuitionistic fuzzy metric
spaces contains extra conditions and can be derived, in an equivalent manner, from the
definition of fuzzy metric spaces.
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2.2 Statistical Convergence on IFNS

2.2.1 Statistical Convergence

The notion ofstatistical convergencewas first introduced by Steinhaus in 1949, see [21],
and studied by several authors such as Fast, Fridy [5, 7–10] and Connor. The idea of
statistical convergence suggests many other possible lines of investigation. We men-
tion here that recently Di Maio and Kočinac [2] introduced and investigated statistical
convergence in topological and uniform spaces and showed how this convergence can
be applied to selection principles theory, function spaces and hyperspaces. Di Maio,
Djurčić, Kočinac andŽižović [3] considered the set of sequences of positive real num-
bers in the context of statistical convergence and showed that some of its subclasses
have certain nice selection and game-theoretic properties.

A sequenceX = (xn)n≥1 tends statistically toL if for eachε > 0 we have

1

n
|K (X,n, ε)| = o (1) (n →∞) ,

whereK (X, n, ε) = {k ≤ n : |xk − L| ≥ ε} and the symbol|·| denotes the number of
elements in the enclosed set. In this case we writexk → L (S). To simplify we put
K (X, n) = K (X, n, ε).

For the convenience of the reader, we recall the following well-known lemma.

Lemma 2.6. LetK1 andK2 be two subsets ofN with K1 ⊂ K2 then

lim
n→∞

1

n
|{k ≤ n : k ∈ K2}| = 0 ⇒ lim

n→∞

1

n
|{k ≤ n : k ∈ K1}| = 0.

Remark2.7. It is to be noted (see [10]) that every convergent sequence is statistically
convergent with the same limit so that statistical convergence is a natural generalization
of the usual convergence of sequences. A sequence which is statistically convergent
may neither be convergent nor bounded. This is also demonstrated by the following
example. Let us consider the sequence(ai)i≥1 whose terms arei wheni = n2 for all
n = 1, 2, 3, andai = 1/i otherwise. Then, the sequence(ai)i≥1 is divergent in the
ordinary sense, while0 is the statistical limit of(ai)i≥1. Not all properties of convergent
sequences are true for statistical convergence. It is well known that a subsequence of a
convergent sequence is convergent, however, for statistical convergence this is not true.
The sequence(bi)i≥1 whose terms arei, i = 1, 2, 3, is a subsequence of the statistically
convergent sequence(ai)i≥1, and(bi)i≥1 is statistically divergent.

2.2.2 Statistical Convergence with respect to the IFN

Let ε, t > 0, n ∈ N and let(V, µ, ν, ∗,♦) be an IFNS. For givenX ∈ s andL ∈ V , put

Kµ (X, n, ε, t) = {k ≤ n : 1− µ (xk − L, t) ≥ ε} ,

Kν (X, n, ε, t) = {k ≤ n : ν (xk − L, t) ≥ ε}
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and

Kµ,ν (X, n, ε, t) = {k ≤ n : ν (xk − L, t) ≥ ε or 1− µ (xk − L, t) ≥ ε} .

To simplify we writeKµ (X, n), Kν (X, n) andKµ,ν (X, n) instead ofKµ (X,n, ε, t),
Kν (X, n, ε, t) andKµ,ν (X, n, ε, t).

Definition 2.8. Let (V, µ, ν, ∗,♦) be an IFNS. A sequenceX is said to be statistically
convergent toL ∈ V with respect to the IFN(µ, ν) provided that for everyε, t > 0 we
have

1

n
|Kµ,ν (X, n)| = o (1) (n →∞) .

In this case we writexk → Lµ,ν (S) .

Definition 2.9. We say thatxk → Lµ (S) if for eachε, t > 0 we have

1

n
|Kµ (X, n)| = o (1) (n →∞) .

2.2.3 Condition(ϕ) on IFNS

In the case whenV is a set of scalarsR orC, we say that an IFN(µ, ν) satisfies condition
(ϕ) if there is a functionϕ : ]0,∞[ → ]0,∞[ such that for everyx ∈ V andt > 0

µ (x, t) ≥ 1− ϕ (t) |x| . (2.1)

Consider the classical example whereV = R, a ∗ b = ab, a♦b = min {a + b, 1} and

µ (x, t) =
t

t + |x|
, ν (x, t) = 1− µ (x, t) =

|x|
t + |x|

for all x ∈ R andt > 0.

We have

ν (x, t) =
|x|

t + |x|
≤ 1

t
|x|

and soϕ (t) = 1/t.

Lemma 2.10.Let (V, µ, ν, ∗,♦) be an IFNS and letX ∈ s, L ∈ V , ε, t > 0 andn ∈ N.
Then

i) a) Kµ,ν (X, n) = Kµ (X, n) andKν (X,n) ⊂ Kµ (X, n);

b) xk → Lµ,ν (S) if and only ifxk → Lµ (S);

c) xk → Lµ,ν (S) impliesxk → Lν (S).

ii) If V is a set of scalars and(µ, ν) satisfies condition(ϕ), then

Kµ (X,n, εϕ (t) , t) ⊂ K (X, n, ε) .
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Proof. We first show i). Takek ∈ Kµ,ν (X, n). By Definition 1.4 a) we have

1− µ (xk − L, t) ≥ ν (xk − L, t) . (2.2)

Then for any givenε, t > 0, ν (xk − L, t) ≥ ε implies 1 − µ (xk − L, t) ≥ ε and
Kµ,ν (X,n) ⊂ Kµ (X, n). By definition ofKµ,ν (X, n), it is obvious thatKµ (X, n) ⊂
Kµ,ν (X,n). Thus, we concludeKµ,ν (X,n) = Kµ (X, n) . Now we showKν (X, n) ⊂
Kµ (X, n). For this we takek ∈ Kν (X, n). We haveν (xk − L, t) ≥ ε, and since (2.2)
holds we concludek ∈ Kµ,ν (X, n) = Kµ (X, n). This proves a), while b) and c) are
direct consequences of a) and Lemma 2.6.

Next we show ii). For each integerk and t > 0 we have1 − µ (xk − L, t) ≤
ϕ (t) |xk − L| with ϕ : ]0,∞[ → ]0,∞[. Sok ∈ Kµ (X, n, εϕ (t) , t) means that1 −
µ (xk − L, t) ≥ εϕ (t) and by (2.1)

|xk − L| ≥ [1− µ (xk − L, t)] /ϕ (t) ≥ εϕ (t) /ϕ (t) = ε,

that is,k ∈ K (X, n, ε).

3 A-Statistical Convergence with Respect to IFN(µ, ν)

In this section we deal withA-statistical convergence with respect to the IFN(µ, ν). For
this we recall some results on matrix transformations andw0. Then we give conditions
ensuringxk → Lµ,ν (S (A)).

3.1 Matrix Transformations

For a given infinite matrixA = (ank)n,k≥1 we define the operatorsAn for anyn ∈ N by

An (X) =
∞∑

k=1

ankxk, (3.1)

whereX = (xn)n≥1, the series intervening in the second member being convergent. So
we are led to the study of the infinite linear system

An (X) = bn n ∈ N, (3.2)

whereb = (bn)n≥1 is a one-column matrix andX is the unknown. System (3.2) can be
written in the formAX = b, whereAX = (An (X))n≥1. In this paper we also consider
A as an operator from a sequence space into another sequence space. We writec0 for
the sets of null sequences. ForE, F ⊂ s we will denote by(E, F ) the set of all matrix
transformationsA = (ank)n,k≥1 that mapE to F , see [16].

A Banach spaceE of complex sequences with the norm‖·‖E is aBK spaceif each
projectionPn : X 7→ PnX = xn is continuous. A BK spaceE ⊂ s is said to haveAK
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if every sequenceX = (xn)n≥1 ∈ E has a unique representationX =
∞∑

n=1

xnen, where

en is the sequence with1 in then-th position, and0 otherwise. For givenF ⊂ s and a
given matrixA, we will put

F (A) = {X ∈ s : AX ∈ F} .

The matrixT is a triangle if[T ]nn 6= 0 for all n and[T ]nk = 0 for k > n. Here we use
triangles represented byC (λ) and∆ (λ) for a given sequenceλ with λn 6= 0 for all n.
We defineC (λ) = (cnk)n,k≥1 by

cnk =


1

λn

if k ≤ n,

0 otherwise.

It was proved in [13] that the matrix∆ (λ) = (c′nm)n,m≥1 with

c′nk =


λn if k = n,

−λn−1 if k = n− 1 andn ≥ 2,
0 otherwise

is the inverse ofC (λ). Using the notatione = (1, 1, . . .), we write∆ = ∆ (e) and
Σ = C (e).

In the following we use the operators represented byC (λ) and∆ (λ). Let U be
the set of all sequences(un)n≥1 with un 6= 0 for all n. We define the triangleC (λ) =
(cnm)n,m≥1 for λ = (λn)n≥1 ∈ U by cnk = 1/λn for k ≤ n. It can be proved that
the triangle∆ (λ) with [∆ (λ)]nn = λn for all n, [∆ (λ)]n,n−1 = −λn−1 for n ≥ 2,
is the inverse ofC (λ), see [13]. Denote byU+ the set of all sequencesX = (xn)n

such thatxn > 0 for all n. We also use the setΓ of all sequencesX ∈ U+ with
limn→∞ (xn−1/xn) < 1.

Whenλn = n for all n, we get the well known spacew0 (or w0) studied by Maddox
(see e.g., []), i.e.,

w0 =

{
X = (xn)n : lim

n→∞

1

n

n∑
k=1

|xk| = 0

}
.

It is well known thatw0 normed by

‖X‖ = sup
n

(
1

n

n∑
k=1

|xk|

)
is a BK space with AK. It can easily be deduced that the class

(
w0, w0

)
is a Banach

algebra(see [15]) normed by

‖A‖∗ = sup
X 6=0

(
‖AX‖
‖X‖

)
. (3.3)
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In the following we will apply these results.
Obviously,c0 ⊂ w0. Actually, c0 is a proper subset ofw0. For example, the follow-

ing sequence(xn)n≥1 is in w0 but not inc0: xn = 1 if n is prime number, andxn = 1/n
otherwise.

3.2 A-Statistical Convergence on IFNS

In this subsection we extend some results obtained in [15] where we dealt withA-
statistical convergence.

First recall some definitions used in [15]. LetL be a scalar andA ∈ (E, F ). For
ε > 0, we will use the notation

K (X,n, A) = {k ≤ n : |[AX]k − L| ≥ ε}

(where we assume that every series[AX]k = Ak (X) =
∞∑

m=1

akmxm for k ≥ 1 is

convergent). We say thatX = (xn)n≥1 ∈ s A-statistically convergent toL if for every
ε > 0, we have

lim
n→∞

1

n
|K (X, n, A)| = 0.

We then writexk → L (S (A)).
Now letX ∈ s and let(V, µ, ν, ∗,♦) be an IFNS. For givenL ∈ V andε > 0, put

Kµ,ν (X, n, A) = {k ≤ n : ν ([AX]k − L, t) ≥ ε or 1− µ ([AX]k − L, t) ≥ ε}

We say thatX = (xn)n≥1 is A-statistically convergent toL with respect to the IFN
(µ, ν) if for everyε, t > 0, we have

1

n
|Kµ,ν (X, n, A)| = o (1) (n →∞) .

We then writexk → Lµ,ν (S (A)). As an immediate consequence of Lemma 2.2, we
have

Kµ,ν (X,n, A) = Kµ (X, n, A) andKν (X, n, A) ⊂ Kµ (X, n, A) .

Now we state a lemma where for a given subvector spaceΦ ⊂ s and forL ∈ V , we
write L +Φ for the set of all sequences of the formX = Le + Y with Y ∈ Φ. Let us
recall thatw0 (A) is defined in Subsection 3.1.

Lemma 3.1. Let V be a set of scalars and let(V, µ, ν, ∗,♦) be an IFNS and assume
(µ, ν) satisfies condition(ϕ).

i) If xk → L (S), thenxk → Lµ,ν (S).

ii) Let A be an infinite matrix. Ifxk → L (S (A)), thenxk → Lµ,ν (S (A)).
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iii) Let A be a triangle. IfX ∈ LA−1e + w0 (A), then

xk → Lµ,ν (S (A)) .

Proof. SinceKµ (X, n) ⊂ K (X, n) andxk → L (S), we havexk → Lµ,ν (S). Thus i)
holds.

For ε > 0, the inequalities

ϕ (t) |[AX]k − L| ≥ 1− µ ([AX]k − L, t) ≥ ε

imply
Kµ,ν (X, n, A) = Kµ (X,n, A) ⊂ K (X,n, A) .

Now xk → L (S (A)) means lim
n→∞

|K (X, n, A)| /n = 0, and by Lemma 2.6, we have

lim
n→∞

|Kµ,ν (X, n, A)| /n = 0 andxk → Lµ,ν (S (A)). Thus ii) holds.

SinceA is a triangle, we put̃l = A−1e. Puttingλ = (n)n≥1, we obtain

[C (λ) |AX − Le|]n =
1

n

n∑
k=1

|[AX]k − L|

andC (λ) |AX − Le| = C (λ)
∣∣∣A(X − Ll̃

)∣∣∣. Thus

[C (λ) |AX − Le|]n =
1

n

n∑
k=1

∣∣∣[A(X − Ll̃
)]

k

∣∣∣
=

1

n

n∑
k=1

|[AX]k − L|

≥ 1

n

∑
k∈K(X,n,A)

|[AX]k − L|

≥ ε

n
|K (X, n, A)| .

ThenX ∈ Ll̃ + w0 (A) means

lim
n→∞

1

n

n∑
k=1

∣∣∣[A(X − Ll̃
)]

k

∣∣∣ = 0,

and we deduce from the preceding that

lim
n→∞

1

n
|K (X, n, A)| = 0

andxk → L (S (A)). By part ii), we concludexk → Lµ,ν (S (A)). Thus iii) holds.
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4 Ñq,χ-, N q- and N pN q-Statistical Convergence on IFNS

In this section we give conditions on the sequenceX = (xn)n≥1 guaranteeingxk →
Lµ,ν

(
S
(
Ñq,χ

))
, whereÑq,χ is a matrix band. Similarly we obtain conditions onX to

successively havexk → Lµ,ν

(
S
(
N q

))
andxk → Lµ,ν

(
S
(
NpN q

))
, whereN q is the

matrix of weighted means.

4.1 Ñq,χ-Statistical Convergence on IFNS

To state the next result, we will use an infinite matrix band defined for givenχ ∈ N and
q ∈ U+ by

Ñq,χ =



q1

Q
.

qχ

Q
0

. . .
q1

Q
.

qχ

Q
0 . .


with Q =

χ∑
k=1

qk. Then we obtain the next result.

Proposition 4.1. Let (V, µ, ν, ∗,♦) be an IFNS withν = 1− µ. If

lim
n→∞

1

n

n∑
k=1

ν (xk − L, t)♦ · · ·♦ν (xk+χ−1 − L, t) = 0,

thenxk → Lµ,ν

(
S
(
Ñq,χ

))
, that is, for everyε, t > 0,

lim
n→∞

1

n

∣∣∣∣∣
{

k ≤ n : ν

(
1

Q

χ∑
i=1

qixk+i−1 − L, t

)
≥ ε

}∣∣∣∣∣ = 0.

Proof. We have [
Ñq,χX

]
k

=
1

Q

χ∑
i=1

qixk+i−1 for all X ∈ s,

and sinceQ =

χ∑
i=1

qi, we deduce

[
Ñq,χX

]
k
− L =

1

Q

(
χ∑

i=1

qixk+i−1 −QL

)
=

1

Q

χ∑
i=1

qi (xk+i−1 − L) , (4.1)
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and by Definition 1.4 j), we get

ν

(
1

Q

χ∑
i=1

qi (xk+i−1 − L) , t

)
= ν

(
χ∑

i=1

qi (xk+i−1 − L) , Qt

)
. (4.2)

By Definition 1.4 k), we get

ν

(
χ∑

i=1

qi (xk+i−1 − L) , Qt

)
= ν

(
χ∑

i=1

qi (xk+i−1 − L) ,

χ∑
i=1

tqi

)
≤ ν (q1 (xk − L) , q1t)♦ · · ·♦ν (qχ (xk+χ−1 − L) , qχt) ,

and by Definition 1.4 j), we have

ν (qi (xk − L) , qit) = ν (xk − L, qit/qi) = ν (xk − L, t) , i = 1, 2, . . . , χ.

Then

ν

(
χ∑

i=1

qi (xk+i−1 − L) , Qt

)
≤ ν (xk − L, t)♦ · · ·♦ν (xk+χ−1 − L, t) . (4.3)

Now put♦k = ν (xk − L, t)♦ · · ·♦ν (xk+χ−1 − L, t). SinceKν

(
X, n, Ñq,χ

)
⊂ [1, n],

by (4.1), (4.2) and (4.3), we obtain

1

n

n∑
k=1

♦k ≥ 1

n

n∑
k=1

ν
([

Ñq,χ

]
k
− L, t

)
≥ 1

n

∑
k∈Kν(x,Ñq,χ)

ν
([

Ñq,χ

]
k
− L, t

)
≥ ε

n

∣∣∣Kν

(
X, n, Ñq,χ

)∣∣∣ .
So the condition(♦k)k≥1 ∈ w0 implies

1

n

∣∣Kν

(
X, n, N ′

q,χ

)∣∣→ 0 (n →∞)

andxk → Lµ,ν

(
S
(
N ′

q,χ

))
.

4.2 Applications toA-Statistical Convergence on IFNS

To studyN q- andNpN q-statistical convergence, we need to state some results on the
setsW 0

τ (C (λ)) andW 0
τ (∆ (λ)).
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4.2.1 The SetsW 0
τ (∆ (λ)) and W 0

τ (C (λ))

For a given sequenceτ = (τn)n≥1 ∈ U+, we define the infinite diagonal matrixDτ =
(τnδnm)n,m≥1. For any subsetE of s, we will write DτE for the set of sequences(xn)n≥1

such that(xn/τn)n≥1 ∈ Eand putW 0
τ = Dτw

0 for τ ∈ U+. The space

Wτ =

{
X : sup

n

n∑
k=1

|xk|
τk

< ∞

}
is called the set of sequences that are stronglyτ -convergent to zero. Then we will
explicitly give the setsW 0

τ (C (λ)) andW 0
τ (∆ (λ)). Note that we have

W 0
τ (C (λ)) =

{
X : lim

n→∞

1

n

n∑
k=1

(
1

λkτk

k∑
i=1

|xi|

)
< ∞

}
,

W 0
τ (∆ (λ)) =

{
X : lim

n→∞

(
1

n

n∑
k=1

1

τk

|λkxk − λk−1xk−1|

)
< ∞

}
.

For a given sequenceρ = (ρn)n≥1, we will consider the triangle∆ρ defined by[∆ρ]nn =
1 for all n, [∆ρ]n,n−1 = −ρn for all n ≥ 2. Recall the next result which is a direct
consequence of [14, Theorem 5.1 and Theorem 5.12].

Lemma 4.2. If
lim

n→∞
|ρn| < 1, (4.4)

then for any givenb ∈ w0, the equation∆ρX = b has a unique solution inw0.

We immediately deduce the following result.

Lemma 4.3. Letλ, τ ∈ U+. Then

(i) If τ ∈ Γ, then the operators∆ andΣ are bijective fromW 0
τ into itself, and

W 0
τ (∆) = W 0

τ , W 0
τ (Σ) = W 0

τ .

(ii) a) If λτ ∈ Γ, thenW 0
τ (C (λ)) = W 0

λτ .

b) If τ ∈ Γ, thenW 0
τ (∆ (λ)) = W 0

τ/λ.

Proof. (i) By Lemma 2.2, whereρn = τn−1/τn andλn = n for all n, we easily see that
if

lim
n→∞

τn−1

τn

< 1,

that is, τ ∈ Γ, thenD1/τ∆Dτ is bijective fromw0 to itself. This means that∆ is
bijective fromDτw

0 to itself. SinceΣ is also bijective fromDτw
0 to itself, this shows

W 0
τ (∆) = W 0

τ and W 0
τ (Σ) = W 0

τ . (ii) We haveX ∈ W 0
τ (C (λ)) if and only if

ΣX ∈ Dλτw
0 = W 0

λτ . This means thatX ∈ W 0
λτ (Σ) and by (i) the conditionλτ ∈ Γ

implies W 0
λτ (Σ) = Wλτ . ThenW 0

τ (C (λ)) = W 0
λτ andC (λ) is bijective fromW 0

λτ

to W 0
τ . Since∆ (λ) = C (λ)−1 we conclude∆ (λ) is bijective fromW 0

τ to W 0
λτ and

W 0
λτ (∆ (λ)) = W 0

τ . We deduce that forτ ∈ Γ we haveW 0
τ (∆ (λ)) = W 0

τ/λ.
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4.2.2 N q- and NpN q-Statistical Convergence on IFNS

The operator of weighted meansN q is defined forq ∈ U+ andQn =
n∑

k=1

qk for all n by

[
N q

]
nk

=

{ qk

Qn

for k ≤ n,

0 otherwise.

First we state the following result.

Proposition 4.4. LetV be a set of scalars and let(µ, ν) be an IFN satisfying condition
(ϕ). If (

1

Qk

k∑
i=1

qi (xi − L)

)
k≥1

∈ w0, (4.5)

thenxk → Lµ,ν

(
S
(
N q

))
.

Proof. First we have
X ∈ LN

−1

q e + w0
(
N q

)
. (4.6)

SinceN qe = e implies thatN
−1

q e = e, condition (4.6) means thatN q (X − Le) ∈
w0 and (4.5) holds. We conclude by Lemma 3.1 iii) thatxk → Lµ,ν

(
S
(
N q

))
. This

concludes the proof.

Example 4.5. Consider the classical example, whereV = R, a ∗ b = ab, a♦b =
min {a + b, 1} and

µ (x, t) =
t

t + |x|
, ν (x, t) = 1− µ (x, t) =

|x|
t + |x|

for all x ∈ R andt > 0.

Assume for everyt > 0 we have

ν

(
qi

xi − L

Qk

, t

)
=

qi
|xi − L|

Qk

t + qi
|xi − L|

Qk

≤ 1

tQk

qi |xi − L| for i = 1, 2, . . . , k,

and by Proposition 4.4, the condition

lim
n→∞

1

n

n∑
k=1

1

Qk

∣∣∣∣∣
k∑

i=1

qi (xi − L)

∣∣∣∣∣ = 0

impliesxk → Lµ,ν

(
S
(
N q

))
.
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Now among other things we consider the case when(µ, ν) is an IFN satisfying
condition(ϕ).

Theorem 4.6. i) Let Q = (Qn)n≥1 ∈ Γ. Then

xk → L
(
S
(
N q

))
for all X ∈ L + DQ/qw

0.

ii) Let V be a set of scalars and let(µ, ν) be an IFN satisfying condition(ϕ). Then

a)
xk → Lµ,ν

(
S
(
N q

))
for all X ∈ L + DQ/qw

0,

that is,

lim
n→∞

1

n

n∑
k=1

qk

Qk

|xk − L| = 0.

Hence

1

n

∣∣∣∣∣
{

k ≤ n : µ

(
1

Qk

(
k∑

i=1

qixi

)
− L, t

)
≤ 1− ε

}∣∣∣∣∣ = 0 (1) (n →∞) .

b) LetP , PQ/p ∈ Γ. If

X ∈ L + DPQ/pqw0, thenxk → Lµ,ν

(
S
(
NpN q

))
,

that is,

lim
n→∞

1

n

n∑
k=1

pkqk

PkQk

|xk − L| = 0.

Thus, for everyε, t > 0,

1

n

∣∣∣∣∣
{

k ≤ n : µ

(
1

Pk

k∑
j=1

pj

Qj

(
j∑

i=1

qixi

)
− L, t

)
≤ 1− ε

}∣∣∣∣∣
=

1

n

∣∣{k ≤ n : µ
([

NpN qX
]
k
− L, t

)
≤ 1− ε

}∣∣ = 0 (1) (n →∞) .

Proof. i) is a direct consequence of [15, Corollary 3, pp. 381–382]. ii) a) By Lemma
3.1 iv), if there isϕ : ]0,∞[ → ]0,∞[ such that (2.1) holds, thenxk → L

(
S
(
N q

))
impliesxk → Lµ,ν

(
S
(
N q

))
. b) We have

NpN qX − Le = NpN q

[
X − L

(
NpN q

)−1
e
]

= NpN q (X − Le)

since
(
NpN q

)−1
e = N

−1

q

(
N
−1

p e
)

= N
−1

q e = e. ThenNpN qX−Le ∈ w0 if and only

if
X − Le ∈ w0

(
NpN q

)
.
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We can explicitly givew0
(
NpN q

)
. For this note that

N
−1

q =
(
D1/QΣDq

)−1
= D1/qΣ

−1DQ

and sinceΣ−1 = ∆ we deduceN
−1

q = D1/q∆DQ = D1/q∆ (Q). Similarly we ob-

viously haveN
−1

p = D1/p∆DP = D1/p∆ (P ). By Lemma 4.3, sinceP ∈ Γ, we
immediately get∆W 0

P = W 0
P and

N
−1

p w0 = D1/p∆W 0
P = D1/pW

0
P = W 0

P/p.

So
w0
(
NpN q

)
= N

−1

q N
−1

p w0 = N
−1

q W 0
P/p = D1/q∆ (Q) W 0

P/p.

SincePQ/p ∈ Γ by Lemma 4.3 ii) b)

∆ (Q) W 0
P/p = W 0

P/p (C (Q)) = W 0
PQ/p,

we conclude
w0
(
NpN q

)
= W 0

PQ/pq.

Finally X−Le ∈ w0
(
NpN q

)
means thatX−Le ∈ W 0

PQ/pq andxk → L
(
S
(
NpN q

))
.

Because there isϕ : ]0,∞[ → ]0,∞[ such that (2.1) holds, we concludexk →
Lµ,ν

(
S
(
NpN q

))
.

We also obtain the following result which is a direct consequence of the preceding.

Corollary 4.7. Let (C, µ, ν, ∗,♦) be an IFNS satisfying condition(ϕ). Let1 < a < b
and put

yk =
1

ak − 1

(
k∑

j=1

aj

bj − 1

j∑
i=1

bixi

)
.

Then

1

n

∣∣∣∣{k ≤ n : µ

(
yk − L

ab

(a− 1) (b− 1)
, t

)
≤ 1− ε

}∣∣∣∣ = 0 (1) (n →∞) . (4.7)

Proof. It is enough to takep =
(
ak
)

k≥1
andq =

(
bk
)

k≥1
. So trivially

PkQk

pk

=
1

ak

ak+1 − a

a− 1

bk+1 − b

b− 1
∼

(ab)k+1

(a− 1) (b− 1) ak
=

abk+1

(a− 1) (b− 1)

andPQ/p ∈ Γ. The calculation gives

yk =
ab

(a− 1) (b− 1)

[
NpN qX

]
k
.

Then puttingL′ = Lab/ (a− 1) (b− 1), by Theorem 4.6 ii) b), we concludexk →
L′µ,ν

(
S
(
NpN q

))
and (4.7) holds.



Matrix Transformations and Statistical Convergence II 87

5 Other Applications

In this section we deal withD1/τ∆ (λ)- andC (λ)-statistical convergence on IFNS.

Theorem 5.1. Let V be a set of scalars and let(µ, ν) be an IFN satisfying condition
(ϕ).

i) Let τ ∈ Γ. If

1

n

n∑
k=1

λk

τk

∣∣∣∣xk − L
τ1 + . . . + τk

λk

∣∣∣∣→ 0 (n →∞) , (5.1)

thenxk → Lµ,ν

(
S
(
D1/τ∆ (λ)

))
. Thus

1

n

∣∣∣∣{k ≤ n : µ

(
λkxk − λk−1xk−1

τk

− L, t

)
≤ 1− ε

}∣∣∣∣ = 0 (1) (n →∞) .

ii) Let λ ∈ Γ. If

1

n

n∑
k=1

∣∣∣∣xk

λk

− L

(
1− λk−1

λk

)∣∣∣∣→ 0 (n →∞) , (5.2)

thenxk → Lµ,ν (S (C (λ))). Thus

1

n

∣∣∣∣{k ≤ n : µ

(
x1 + . . . + xk

λk

− L, t

)
≤ 1− ε

}∣∣∣∣ = 0 (1) (n →∞) .

Proof. i) We havexk → Lµ,ν

(
S
(
D1/τ∆ (λ)

))
if

D1/τ∆ (λ) X − Le ∈ w0. (5.3)

Further (5.3) holds ifD1/τ∆ (λ) (X − LC (λ) Dτe) ∈ w0, that is,X − LC (λ) Dτe ∈
w0
(
D1/τ∆ (λ)

)
. But w0

(
D1/τ∆ (λ)

)
= W 0

τ (∆ (λ)) and sinceτ ∈ Γ, we deduce by
Lemma 4.3 ii) thatw0

(
D1/τ∆ (λ)

)
= W 0

τ/λ. Then

[C (λ) Dτe]n =
τ1 + . . . + τn

λn

andX − LC (λ) Dτe ∈ W 0
τ/λ is equivalent to (5.1). This concludes the proof of i). ii)

Herexk → Lµ,ν (S (C (λ))) if

C (λ) X − Le = C (λ) (X − L∆ (λ) e) ∈ w0. (5.4)

Sinceλ ∈ Γ and from Lemma 4.3 ii) condition (5.4) is equivalent toX − L∆ (λ) e ∈
w0 (C (λ)) = W 0

λ . Now [∆ (λ) e]n = λn − λn−1 andX − L∆ (λ) e ∈ W 0
λ means that

(5.2) holds. This concludes the proof of ii).
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