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Abstract

In this paper we develop a method suggested by Pehlivan and Mamedov [29].
We study some problems concerning the set ofλ-statistical cluster points (briefly,
λ-s.c. points) in finite-dimensional Banach spaces. We also give some results re-
lated to the set ofλ-statistical cluster pointsΓλ

x.
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1 Introduction

The theory of statistical convergence is an active area of research. Over the years,
and under different names, statistical convergence has been discussed in number theory
[25], trigonometric series [36], and summability theory [15,17]. Statistical convergence
was introduced by H. Fast [13] and H. Steinhaus [33], as a generalization of ordinary
convergence for real sequences. Since then it has been studied by many authors [2,4,5,
7, 10, 15, 26, 28, 30, 32]. Important applications of the theory can be found in turnpike
theory [21, 22, 29]. Statistical convergence has been discussed in more general abstract
spaces as finite-dimensional spaces [27], locally convex spaces [20], Banach spaces [19]
and probabilistic metric spaces [34]. Recently, the concept of statistical convergence is
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investigated in topological and uniform spaces.The development and detailed history of
this subject can be found in [9].

The concept of statistical convergence is based on the idea of asymptotic density
of setsB ⊆ N = {1, 2, . . . , n, . . .} [3, 11, 12]. In [14] an axiomatic approach is given
for introducing the notion of density of setsB ⊆ N. The results make it possible to
extend the concept of statistical convergence. Applications of such a regular method of
summability of sequences can be found in [15,17,18,23,31]. In [16], Fridy introduced
the definitions of statistical limit point and statistical cluster point and using classical
techniques, established some basic results. The concepts of statistical limit point and
statistical cluster point are extended to theT -statistical limit point ( briefly,T -s.l.p) and
T -statistical cluster point (briefly,T -s.c.p.), whereT is an arbitrary nonnegative regular
matrix summability method [6,8]. The idea ofλ-statistical convergence was introduced
in [24] for a number sequencex = (xn). In [1], Armitage and Maddox introduced the
summability methodCλ defined by deleting a set of rows from the Cesáro matrix. They
gave some inclusion theorems forCλ methods [35].

Our work can be outlined as follows: In the second section, we recall some of
the basic notions related to statistical convergence, s.c.p., regular summability matrix,
T -statistical convergence,T -s.c.p.,λ-statistical limit point (briefly,λ-s.l.p.) andλ-
statistical cluster point (briefly,λ-s.c.p.). The main results are given in the third section.
We prove some properties of the set ofλ-statistical cluster points in finite-dimensional
Banach spaces. We also study some results related with the set ofλ-statistical cluster
pointsΓλ

x in finite-dimensional Banach spaces.

2 Definitions and Properties

First, we introduce some basic notions related to statistically convergent,T -statistically
convergent andλ-statistically convergent sequences.

Let K be a subset of the set of natural numbersN. We denote byK(n) the number
of elements of the setK which are less or equal ton ∈ N. The natural (asymptotic)

density ofK is defined byd(K) = lim
n

K(n)

n
whenever the limit exists. We recall also

thatd(N \K) = 1 − d(K). A sequencex = (xk) is statistically convergent toξ if for
everyε > 0,

d({k ∈ N : |xk − ξ| ≥ ε }) = 0.

In this case, we writexk −→ ξ(S) andS denotes the set of all statistically convergent
sequences. A numberξ ∈ R is called a statistical limit point of a sequencex = (xk)
if there is a set{k1 < k2 < . . . < kn < . . .} ⊆ N, the asymptotic density of which is
not zero (i.e., it is greater than zero or does not exist), such thatlim

n→∞
xkn = ξ. Let Λx

denote the set of statistical limit points ofx. ξ is an ordinary limit point of a sequence
x = (xk) if there is a subsequence ofx that converges toξ, andLx denotes the set of
ordinary limit points ofx.
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Now we recall the well-known concept of regular summability matrixT = (tnk).
An N × N matrix T = (tnk) is a regular summability matrix if, for any convergent

sequencex with limit ξ, lim
n

∞∑
k=1

tnkxk = ξ, andT is nonnegative iftnk ≥ 0 for all n

andk. For a nonnegative regular summability matrixT , we define

dT (K) = lim
n

∞∑
k=1

tnkχK(k)

when the limit exists. We say that a setK ⊂ N is T -nonthin ifdT (K) 6= 0 or dT (K) is
undefined. Given a sequencex = (xk) and a scalarξ, letKε,ξ = {k ∈ N : |xk−ξ| < ε}.
Throughout this note, we let|K| denote the cardinality of the setK.

Let x = (xk) be a sequence andT be a nonnegative regular summability matrix.
Then we have the following.

• A sequencex is T -statistically convergent toξ provided that, for everyε > 0,
dT (Kε,ξ) = 1;

• ξ is aT -s.l.p. ofx provided that there is a setK ⊆ N which isT -nonthin and such
thatx converges toξ alongK;

• ξ is T -s.c.p. ofx provided that for everyε > 0, the setKε,ξ is T -nonthin [6].

If T = (tnk) is defined bytnk =
1

n
for k ≤ n and bytnk = 0 otherwise, thenT is called

the Ceśaro matrix.
We discuss methods generated byλ sequences later in this note. Letλ = (λn) be a

nondecreasing sequence of positive numbers tending to infinity such thatλn+1 ≤ λn+1,
λ1 = 1 andIn = [n − λn + 1, n] . The concept ofλ-s.c.p. is a special case ofT -s.c.p.;
for T one has to take the matrix(tnk) with tnk = 1/λn if k ∈ In and0 elsewhere. If

lim
n

λn
−1|{k ∈ In : |xk −L| ≥ ε}| = lim

n
λn

−1|{k ∈ (n− λn, n] : |xk −L| ≥ ε}| = 0

for everyε > 0, thenx is said to beλ-statistically convergent toL [24]. In this case, we
write xk → L (Sλ) andSλ denotes allλ-statistically convergent sequences. We can give
λ-density of the setB ⊆ N by dλ(B) = lim

n
λn

−1|{k ∈ In : k ∈ B}| whenever the

limit exists. The definition ofλ-density of a set gives natural density in caseλn = n. If
a set hasλ-density, thendλ(B) ≤ 1 for everyB ⊆ N.

Let X be a finite-dimensional Banach space, letx = (xk) be anX-valued sequence,
and µ ∈ X. The sequence(xk) is norm statistically convergent toµ provided that
d({k : ‖xk − µ‖ ≥ ε}) = 0 for all ε > 0 [7]. Let M be any closed subset ofX. Let
ρ(M, µ) stand for the distance from a pointµ to the closed setM , whereρ(M, µ) =
min
m∈M

‖m− µ‖.
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We formulate the definition of statistical cluster point and some of its properties
proved in [16, 29]. LetX be a finite-dimensional Banach space, letx = (xk) be an
X-valued sequence. A pointξ ∈ X is called a s.c.p. if for everyε > 0

lim sup
n→∞

1

n
|{k ∈ N : ‖xk − ξ‖ < ε}| > 0.

We will denote the set of statistical cluster points of the sequencex by Γx. It is clear
thatΓx ⊆ Lx for every sequencex.

Example 2.1.Define the sequencex = (xk) by

xk =

{
1, if k is prime,

0, otherwise.

ThenΓx = {0} andLx = {0, 1}. So,

d({k : ρ (Γx, xk) ≥ ε}) = lim
n→∞

n−1 |{k ≤ n : ρ ({0}, xk) ≥ ε}| = 0.

Note that if the sequencex has a bounded nonthin subsequence, then the setΓx is
nonempty.

Throughout this paper, letX be a finite-dimensional Banach space. The purpose of
this paper is to investigate theλ-s.c.p. and to prove some properties of the set ofλ-s.c.
points. We also study the some results related to theΓλ

x defined by this new method.

3 Some Properties ofλ-s.c. Points

In this section we give some properties of the set ofλ-s.c. points in finite-dimensional
X Banach spaces. Firstly, we will give definition ofλ-s.c. points. LetΩ denote the set
of all nondecreasing sequencesλ = (λn) of positive numbers tending to infinity such
thatλn+1 ≤ λn + 1 andλ1 = 1.

Definition 3.1. Let λ ∈ Ω. A sequencex = (xk) in X is λ-statistically convergent to
µ ∈ X if for every ε > 0,

lim
n

λn
−1|{k ∈ In : ‖xk − µ‖ ≥ ε}| = 0,

whereIn = [n− λn + 1, n].

Definition 3.2. Let λ ∈ Ω. A point µ ∈ X is aλ-s.c.p. of a sequencex = (xk) in X, if
for everyε > 0

lim sup
n→∞

λn
−1|{k ∈ In : ‖xk − µ‖ < ε}| > 0.

By Γλ
x we denote the set of allλ-s.c. points of the sequencex.
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Lemma 3.3. Letλ ∈ Ω andΓλ
x 6= ∅. ThenΓλ

x is a closed set.

Proof. Assume thatµn ∈ Γλ
x andµn → µ. Then there exists a numbern′ such that

‖µn′ − µ‖ < ε/2 for a given positive numberε > 0. Sinceµn′ ∈ Γλ
x, by Definition 3.2

we have
lim sup

n→∞
λn

−1|{k ∈ In : ‖xk − µn′‖ < ε/2}| > 0

which implies

{k ∈ In : ‖xk − µ‖ < ε} ⊃ {k ∈ In : ‖xk − µn′‖ < ε/2}.

Hence,
lim sup

n→∞
λn

−1|{k ∈ In : ‖xk − µ‖ < ε}| > 0

andµ ∈ Γλ
x.

Lemma 3.4. Letλ ∈ Ω and let(xk) be a sequence inX. Γλ
x be a set ofλ-s.c. points of

the sequencex. LetD be a nonempty compact subset ofX. If

lim sup
n→∞

λn
−1|{k ∈ In : xk ∈ D}| > 0, (3.1)

thenD ∩ Γλ
x 6= ∅.

Proof. We assume thatD ∩ Γλ
x = ∅. In this case no pointµ ∈ D is λ-s.c.p, that is for

eachµ ∈ D there is a positive numberε = ε(µ) > 0 such that

lim sup
n→∞

λn
−1|{k ∈ In : ‖xk − µ‖ < ε}| = 0.

Let Nε(µ) = {z ∈ X : ‖z − µ‖ < ε}. Then the setsNεi
(µi) form an open covering

of D, and becauseD is compact, there are finitely manyµ1, . . . , µm in D such that

D ⊂
m⋃

i=1

Nεi
(µi). It is clear that

lim sup
n→∞

λn
−1|{k ∈ In : ‖xk − µi‖ < εi}| = 0

for everyi. Then we have

|{k ∈ In : xk ∈ D}| ≤
m∑

i=1

|{k ∈ In : ‖xk − µi‖ < εi}|, (3.2)

and from (3.2) we obtain

lim sup
n→∞

λn
−1|{k ∈ In : xk ∈ D}| = 0

which contradicts (3.1).
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Theorem 3.5.Letλ ∈ Ω and letx = (xk) be a bounded sequence inX. Then for every
ε > 0

lim
n→∞

λn
−1|{k ∈ In : ρ(Γλ

x, xk) ≥ ε}| = 0.

Proof. Let x be a bounded sequence. Then we can find a closed setD ⊂ X such that
xk ∈ D for everyk. We will denote theε-neighbourhood ofD by Nε(D) = {z ∈ X :
ρ(D, z) < ε}. Now we assume that

lim sup
n→∞

λn
−1|{k ∈ In : ρ(Γλ

x, xk) ≥ ε}| > 0.

Then for the set̃D = D \
◦
N ε(Γ

λ
x) we have

lim sup
n→∞

λn
−1|{k ∈ In : xk ∈ D̃ ⊂ X}| > 0.

By Lemma 3.4,Γλ
x ∩ D̃ 6= ∅, which is a contradiction. The proof is complete.

Corollary 3.6. Letλ ∈ Ω and letD ⊂ X be a compact set such thatD ∩Γλ
x = ∅. Then

for every pointµ ∈ D there isε = ε(µ) > 0 with lim
n→∞

λn
−1|{k ∈ In : xk ∈ D}| = 0.

Proof. Let Nε(µ) = {y ∈ X : ‖y − µ‖ < ε}. The open setsNε(µ), µ ∈ D form an
open covering ofD. But D is a compact set and so there exists a finite subcover of
D, sayNj = Nεj

(µj), j = 1, 2, . . . ,m. ClearlyD ⊂ ∪jNj and lim
n→∞

λn
−1|{k ∈ In :

‖xk − µj‖ < εj}| = 0 for everyj. We have

|{k ∈ In : xk ∈ D}| ≤
m∑

j=1

|{k ∈ In : ‖xk − µj‖ < εj}|

and therefore

lim
n→∞

λn
−1|{k ∈ In : xk ∈ D}| ≤

m∑
j=1

lim
n→∞

λn
−1|{k ∈ In : ‖xk − µj‖ < εj}| = 0,

and the proof is complete.
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