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Abstract

In this paper we develop a method suggested by Pehlivan and Mamedov [29].
We study some problems concerning the seX-statistical cluster points (briefly,
A-s.c. points) in finite-dimensional Banach spaces. We also give some results re-
lated to the set of-statistical cluster points?.
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1 Introduction

The theory of statistical convergence is an active area of research. Over the years,
and under different names, statistical convergence has been discussed in number theory
[25], trigonometric series [36], and summability theory [15,17]. Statistical convergence
was introduced by H. Fast [13] and H. Steinhaus [33], as a generalization of ordinary
convergence for real sequences. Since then it has been studied by many authors [2,4, 5,
7,10, 15, 26, 28, 30, 32]. Important applications of the theory can be found in turnpike
theory [21,22,29]. Statistical convergence has been discussed in more general abstract
spaces as finite-dimensional spaces [27], locally convex spaces [20], Banach spaces [19]
and probabilistic metric spaces [34]. Recently, the concept of statistical convergence is
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investigated in topological and uniform spaces.The development and detailed history of
this subject can be found in [9].

The concept of statistical convergence is based on the idea of asymptotic density
of setsB C N = {1,2,...,n,...} [3,11,12]. In [14] an axiomatic approach is given
for introducing the notion of density of sefs C N. The results make it possible to
extend the concept of statistical convergence. Applications of such a regular method of
summability of sequences can be found in [15,17,18,23,31]. In [16], Fridy introduced
the definitions of statistical limit point and statistical cluster point and using classical
techniques, established some basic results. The concepts of statistical limit point and
statistical cluster point are extended to hatatistical limit point ( briefly,7-s.l.p) and
T-statistical cluster point (brieflyf’-s.c.p.), wherd is an arbitrary nonnegative regular
matrix summability method [6, 8]. The idea &fstatistical convergence was introduced
in [24] for a number sequence= (z,). In [1], Armitage and Maddox introduced the
summability method”,, defined by deleting a set of rows from the @esmatrix. They
gave some inclusion theorems 105 methods [35].

Our work can be outlined as follows: In the second section, we recall some of
the basic notions related to statistical convergence, s.c.p., regular summability matrix,
T'-statistical convergencd,-s.c.p., A\-statistical limit point (briefly,A-s.l.p.) and\-
statistical cluster point (briefly-s.c.p.). The main results are given in the third section.
We prove some properties of the set\e$tatistical cluster points in finite-dimensional
Banach spaces. We also study some results related with the settafistical cluster
pointsI™ in finite-dimensional Banach spaces.

2 Definitions and Properties

First, we introduce some basic notions related to statistically conveffestatistically
convergent and-statistically convergent sequences.

Let K be a subset of the set of natural numkEraMe denote by< (n) the number
of elements of the se” which are less or equal te € N. The natural (asymptotic)

K(n)

density of K is defined byd(K) = lim 2 \whenever the limit exists. We recall also

thatd(N'\ K) =1 — d(K). A sequence = (z;) is statistically convergent t¢ if for
everye > 0,
d{keN:|zx—¢& >€})=0.

In this case, we write;, — £(.5) andS denotes the set of all statistically convergent
sequences. A numbére R is called a statistical limit point of a sequence= (xy)

if thereisasefk; < ky < ... < k, < ...} C N, the asymptotic density of which is
not zero (i.e., it is greater than zero or does not exist), such&i@gtxkn = £. LetA,

denote the set of statistical limit points of £ is an ordinary limit point of a sequence
x = (zy) if there is a subsequence ofthat converges tg, and L, denotes the set of
ordinary limit points ofz.
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Now we recall the well-known concept of regular summability maffix= (t,).
An N x N matrix T" = (t,x) is a regular summability matrix if, for any convergent

sequence with limit ¢, lim > " #,,z; = ¢, andT is nonnegative it,,, > 0 for all n

k=1
andk. For a nonnegative regular summability matfixwe define
dr(K) = lim > turxx(k)
k=1

when the limit exists. We say that a 9€tC N is T-nonthin ifd(K) # 0 or dr(K) is
undefined. Given a sequence= (z;) and ascalaf, let K., = {k € N : |z, =] < €}.
Throughout this note, we léf{| denote the cardinality of the sét.

Let z = (x}) be a sequence arid be a nonnegative regular summability matrix.
Then we have the following.

e A sequencer is T-statistically convergent tg provided that, for every > 0,
dp(Kee) =1,

e (isaT-s.l.p. ofx provided that there is a s&f C N which is7T-nonthin and such
thatx converges t@ along K

e ¢ isT-s.c.p. ofz provided that for every > 0, the setk . is T-nonthin [6].

If T = (t,) is defined byt,,;, = % for k < n and byt,;, = 0 otherwise, thefT" is called

the Ce&ro matrix.

We discuss methods generated)bgequences later in this note. Let= (\,,) be a
nondecreasing sequence of positive numbers tending to infinity suck,that A\, +1,
A1 =1landl, = [n— A\, + 1,n] . The concept oh-s.c.p. is a special case bfs.c.p.;
for T' one has to take the matrix,;) with ¢,,, = 1/, if k € I, and0 elsewhere. If

lm A, 'k €1, : |z — LI > e} =limA\, '[{k € (n—Ap,n] : |2z —L| >€}| =0

for everye > 0, thenz is said to be\-statistically convergent té [24]. In this case, we
write z;, — L (S,) andS, denotes all\-statistically convergent sequences. We can give
\-density of the seBB C N by dy(B) = lim )\, '|{k € I, : k € B}| whenever the

limit exists. The definition of\-density of a set gives natural density in case= n. If
a set has\-density, thenl,(B) < 1 for everyB C N.

Let X be a finite-dimensional Banach space et (z;) be anX-valued sequence,
andp € X. The sequencér) is norm statistically convergent to provided that
d({k : ||zx — u|] > €}) = 0forall e > 0 [7]. Let M be any closed subset &f. Let
p(M, 1) stand for the distance from a pointto the closed sel/, wherep(M, ) =
mit [[m — .
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We formulate the definition of statistical cluster point and some of its properties
proved in [16, 29]. LetX be a finite-dimensional Banach space,det (x;) be an
X-valued sequence. A poigte X is called a s.c.p. if for every > 0

1
lim sup — |[{k € N: ||zx — &|| < €}| > 0.

n—oo n
We will denote the set of statistical cluster points of the sequenogl’,. It is clear
thatl', C L, for every sequence.

Example 2.1. Define the sequence= (z;) by

T —

1, if kis prime,
0, otherwise.

ThenI', = {0} andL, = {0,1}. So,
d({k: p(La, ) 2 €}) = lim n" [{k <n : p({0},24) 2 e} =0.

Note that if the sequencehas a bounded nonthin subsequence, then thE, sist
nonempty.

Throughout this paper, let be a finite-dimensional Banach space. The purpose of
this paper is to investigate thes.c.p. and to prove some properties of the set-efc.
points. We also study the some results related tdtheefined by this new method.

3 Some Properties of\-s.c. Points

In this section we give some properties of the sek-@fc. points in finite-dimensional
X Banach spaces. Firstly, we will give definition dfs.c. points. Lef2? denote the set
of all nondecreasing sequences= (\,) of positive numbers tending to infinity such
that\, . ; < A\, +1and)\; = 1.

Definition 3.1. Let A € €. A sequence = (z;) in X is A-statistically convergent to
€ X if for everye > 0,

lim A, {k € L+ [|lzg — pll = €} =0,

wherel,, = [n — A\, + 1,n].

Definition 3.2. Let A € Q. A point i € X is a\-s.c.p. of a sequence= (zy) in X, if
for everye > 0
lim sup A\, '{k € I, : ||z — p|| < €} > 0.

n—oo

By I'} we denote the set of all-s.c. points of the sequence
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Lemma 3.3.Let)\ € Q andTl"} # (). ThenI} is a closed set.

Proof. Assume thaj,, € I') andu, — p. Then there exists a numbef such that
|t — ]| < €/2 for a given positive number > 0. Sincep,, € I'}, by Definition 3.2
we have

lim sup A\, '{k € I, : |2 — por|| < €/2}] > 0

n—oQ

which implies
{kel,: ||z —pl <e} D{k e L, ||zk — pwl <€/2}.

Hence,
lim sup A\, '{k € L, : ||z — p|| < €} >0

n—o0o

andy € T). O

Lemma 3.4. Let A € Q and let(z;,) be a sequence iX. I'} be a set of\-s.c. points of
the sequence. Let D be a nonempty compact subsefofIf

lim sup A, '|{k € I, : 21, € D}| > 0, (3.2)

n—od

thenD N T2 # 0.

Proof. We assume thab N T} = {. In this case no point € D is A-s.c.p, that is for
eachu € D there is a positive number= ¢(x) > 0 such that

lim sup A, '|[{k € I, : |z, — pl| < €}| = 0.

n—oo

Let Ne(u) = {#z € X : ||z — u]] < €}. Then the setsV,,(u;) form an open covering
of D, and becausé is compact, there are finitely many, ..., u,, in D such that

D c | J N (). Itis clear that

=1

lim sup A, '[{k € I, : ||z — pui]| < &} =0

n—oo

for everyi. Then we have
{kel,:a,e D <Y [{kel,: |log— il < e}l (3.2)
=1

and from (3.2) we obtain

lim sup A, '|[{k € I, : z, € D}| =0

n—oo

which contradicts (3.1). ]
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Theorem 3.5.Let\ € Q and letz = () be a bounded sequencein Then for every
e>0

lim A, "'k € L« p(T3,21) 2 €} = 0.

Proof. Let x be a bounded sequence. Then we can find a closeld setX such that
z € D for everyk. We will denote the--neighbourhood oD by N, (D) = {z € X :
p(D, z) < €}. Now we assume that

lim sup A\, '[{k € I,, : p(I'},zx) > €}| > 0.

n—oo

Then for the seD = D\ N.(I") we have

lim sup A, '|{k € I,: 2, € D C X}| > 0.

n—oo

By Lemma 3.4} N D =+ 0, which is a contradiction. The proof is complete. [

Corollary 3.6. Let\ € Q and letD C X be a compact set such th&N T = (). Then
for every pointu € D there ise = ¢(i) > 0 with lim A\, '[{k € I,, : 2, € D}| = 0.

Proof. Let N.(u) = {y € X : |ly — p|]| < €}. The open setV.(u), p € D form an
open covering ofD. But D is a compact set and so there exists a finite subcover of
D, sayN; = N, (1;), j =1,2,...,m.ClearlyD C U;N; and lim A, '[{k € I, :

lek — 14l < €} = 0 for every;j. We have
{ke€L:ape DY <Y (k€L lae — < e}
j=1

and therefore

lim A, '[{k € I, ap € DY <D lim A {k € Lyt o — ]l < €} =0,

j=1

and the proof is complete. ]
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