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Abstract

In this paper, we consider the second-order nonlinear dynamic equation
X84 + £ x7(@0), x7(0), x°(1) = 0,

on a time scale T. Our goal is to establish some new oscillation and nonoscillation
results for this equation. Here we assume that t(f) <t <&(¢t)andt, §: T — T,
and use the notation x7 (1) = x(t (1)), x° (t) = x(o(¢)) and x° (t) = x(£(t)). We
apply results from the theory of lower and upper solutions for related dynamic
equations along with some additional estimates on the positive solutions.

AMS subject classification: 34K11, 39A10, 39A99.
Keywords: Oscillation, second-order nonlinear dynamic equation, time scale, Ric-
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1. Introduction and Preliminary Results

In recent years, there has been an increasing interest in studying the oscillation and
nonoscillation of solutions of dynamic equations on a time scale (i.e., a closed subset
of the real line R). This has lead to many attempts to harmonize the oscillation theory
for the continuous and the discrete cases, to include them in one comprehensive theory,
and to extend the results to more general time scales. We refer the reader to the papers
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[1,3-7,9-16, 18, 19] and the references cited therein. To illustrate some of the results
we mention the work of Zhang and Shanliang [19] who considered the equation with a
delay

XAA 4+ p) fx(t —1) =0, teT, (1.1)

where 7t € Randt — 7 € T, f : R — R is continuous and nondecreasing (f'(u) >
k > 0), and uf (u) > 0 for u # 0. By using comparison theorems they proved that the
oscillation of (1.1) is equivalent to the oscillation of the nonlinear dynamic equation

X220 + p) f(x(0@) =0, teT (1.2)

and established some sufficient conditions for oscillation by applying the results estab-
lished in [16] for (1.2).

Since we are interested in the oscillatory and asymptotic behavior of solutions near
infinity, we assume throughout this paper that our time scale is unbounded above. We
assume fy € T and it is convenient to assume ¢y > 0. We define the time scale interval
[0, 00)T by [f0, 00)T = [f9, 00) N T. Our main interest is to consider the general
nonlinear dynamic equation

XA+ £ X0, xT (@), x5 (1) =0, ¢ € [tg, 00)T, (1.3)

where f = f(¢,u, v, w) is continuous for t € T, and for all u, v, w € R. We shall
assume that 7(t) <t < o(t) < &(t)forallt € Tand that 7,& : T — T, are rd-

continuous functions. We assume also that t satisfies lim t(¢) = oo.
1—00

Our attention is restricted to those solutions x of (1.3) which exist on some half-line
[#¢, oo)T and satisfy sup{|x(z)| : t > to} > O forany #y > t,. A solution x of (1.3) is said
to be oscillatory if it is neither eventually positive nor eventually negative, otherwise it is
nonoscillatory. The equation itself is called oscillatory if all its solutions are oscillatory.
The theory of time scales was introduced by Stefan Hilger in his Ph.D. Thesis in 1988
in order to unify continuous and discrete analysis (see [17]). Not only does this unify
the theories of differential equations and difference equations, but it also extends these
classical situations to cases “in between”— e.g., to the so-called g-difference equations.
Moreover, the theory can be applied to other different types of time scales. Since its
introduction, many authors have expounded on various aspects of this new theory, and
we refer specifically to the paper by Agarwal et al. [2] and the references cited therein. A
book on the subject of time scales by Bohner and Peterson [8] summarizes and organizes
much of time scale calculus.

We note that (1.3) in its general form includes several types of differential and dif-
ference equations with delay or advanced arguments or both. In addition, different
equations correspond to the choice of the time scale T. For example, when T = R,

b b
we have o () = ¢, u(t) = 0, fA(t) = (1), / f)At = / f(t)dt, and so (1.3)

includes the nonlinear delay differential equation

xX"(t) 4+ p() f(x (1), x7 (1), x° (1)) = 0. (1.4)



Oscillation Results for Second Order Functional Dynamic Equations 75

b
When T = Z, we have o(t) = ¢ + 1, u(t) = 1, f2¢t) = Af(1), / FOAL =

b—1
Z f(t), and a special case of (1.3) is the nonlinear delay difference equation

t=a

A%x(t) + p(@) f(x(t + 1), x7(0), x° (1) = 0, (1.5)
where A denotes the forward difference operator. When T =hZ, h > 0, we have

b
o(t) =t +h, uit) = h, x2@) = Apx(t) = (x(t + h) — x(t))/h, / f®)Ar =

b—a—h
h

Z f(a + kh)h, and so a special case of (1.3) is the second-order delay difference

k=0
equation with constant step size

A2 (r(1) Apx(0)) + p() f(x(t + h), x7 (1), x5 (1)) = 0. (1.6)
Finally, when T = {t : t = qk, k € No},q > 1, wehave o (t) = gqt, u(t) = (g — 1)t,

o0
xB(1) = Agx(t) = (x(g1) —x®) /(g — Dt | fOA =) f(g")u(g"). and so
fo k=0
we obtain, as a special case, the second-order g-difference equation with variable step
size
Ag(r()AZx(1) + p(t) f(x(qt), x* (1), x5 (1)) = 0. (1.7)

Of course many more examples may be given, and we will illustrate some of these in the
examples in Section 3.

As observed above, equation (1.3) includes the delay and advanced argument cases.
Concerning the function f = f (¢, u, v, w) we will always assume that f satisfies the
following condition (A):

S u,v,w)=—7t —u, —v, —w)
and
ft,u,v,w)>0ifu,v,w >0, €T.

In this paper we shall apply the method of upper and lower solutions as well as some
dynamic inequalities to obtain some new oscillation criteria for the delay and advanced
argument cases. In the continuous case (T = R) some results for the second order
nonlinear delay equation were obtained in [12]. We begin with the following.

Lemma 1.1. Let x € Crzd[to,oo) satisfy x(t) > 0, xA(t) > 0, xAA(t) < 0 for
t > T > ty. Then:
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(a) foreach O < k < 1 there exists 7, > T > ty such that

: o LD
x'(t) i =x(t(t) = kx°(@t)——, t =Ty,
o(t)
and
® §(1)
E(ry — o
x5 (1) = x(@) < x (t)ka(t)’ t > Tx.
Proof. (a) Fort > T > ty we have
o(t)
x(o (1) — x(x(1) = / xB()As < xB (T @) (o) — (1))
(1)
and so
x(o (1) < x(x (1) +x2(T @)@ () — T(1)). (1.8)
Also we have
(1)
x(t(1)) —x(T) = / xXB()As = xM @) () = T) (1.9)
T
and hence (@) )
x(t X
B 0) > BE0) + (@) —T) (1.10)
which implies
xA(1(1) 1 1
< < . (1.11)
x(7(1) . xM T ro-r1
() —T)+ )
Therefore, (1.8) and (1.11) imply
x% () xA(z(@))
@) <1+ W(G(t) — (1))
o) —t(t)
=1t t(t)—T
o) —=T
=TT (1.12)
Now given any 0 < k < 1, there exists Ty such that
ot)—T la(t) (1.13)

< , =1y
t(t)—T kt())
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Consequently, we have from (1.12) and (1.13)

x' (1) =x(t()) > kx"(t)%, t>Tk

and this completes the proof of (a).
The proof of (b) is similar. We have for T <t <o (t) < &(¢)

@)
x(E@) —x(o(t) = / Y yA($)As < x2 (@) (E@R) — o (1))
o(t

and so we have R
x(&(1)) x=(o (1))
x(o’(t)) < 1+m(§(l)—0’(l)) (114)

Also we have
x(o (1) = x(T) +x2(o () (o) — T)

so that

() _  x(T)

B > Bew TEO-Dzko®, 12T, 0<k<l.

Hence, from (1.14) we have

x€W) _, §0—0@) *k=Do@)+5@) _ @)
x(o(t)) — ko(t) ko (t) ~ko(t)’ -

This completes the proof of the lemma. |

We shall also need the following lemma which is often referred to as the Riccati
substitution technique.

Lemma 1.2. The linear equation
Lx =x22 4+4q(1)x° =0

is nonoscillatory if and only if there is a function z satisfying the Riccati dynamic
inequality
2 +q0) + S@)@) <0 (1.15)

with 1 4+ u(t)z(¢) > O for large ¢, where
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2. Main Results

We begin with the following result for the case when f (¢, u, v, w) satisfies the following
condition (B):
* Foreachfixedr € Tand u, v > 0, f is nonincreasing in w and for fixed u, w > 0,
fis
* nondecreasing in v for v > 0 and for fixed v, w > 0 f is
* nondecreasing in u for u > 0.

We introduce the functions g and % defined by

_0

0]
= o0 h(t)

g(t): =50

2.1)

Our first result is the following.

Theorem 2.1. Assume conditions (A) and (B) hold. Then all bounded solutions of (1.3)
are oscillatory in case

= 0, (2.2)

‘/OO (f (t, o, akg (1), %h(t)) At

for all « # 0 and some 0 < k < 1, where g and 4 are given in (2.1).

Proof. If not, let u be a bounded nonoscillatory solution which, in view of condition (A),
we may assume satisfies

u() >0,u(r@) >0, t>T >1n. (2.3)

Consequently, u®2(t) = — f (¢, u® (t), u(z (1)), u((r))) < 0 fort > Ty and so u(¢) is

decreasing for + > T;. Consequently, uA(t) > 0 for r+ > Ty. Indeed, if u®(r;) <

0 for some #; > Tj, then u®(t) < O for all t > #;. Now if u®(r;)) < 0, then
t

u(t) —u(t) = / u()As < u®@n)(t —n) — —ooast — oo, which is a con-
151

tradiction. Also, if uA(tl) = 0 then uA(t) = 0 forr > 1, and so uAA(t) =0 =

f (t, u® (), u(t(t)), u(€ (t))), which is again a contradiction. Hence, we conclude that

forallt > 1
u@@) >0, u@® >0, u(x@®)>D0.

From Lemma 1.1, given 0 < k < 1, there exists Ty > f; such that u(z(r)) >
1

kg(®)u® (t) and u(&(t)) < %h(t)u‘r (t) for t > T;. By the monotonicity assumption

on f we have

0=ub@t) + f(t,u” (1), u(z(t)), u(€(t)))
> ub2t) + f (t, u® (1), kg (t)u’ (1), %h(r)w’(z)) . (2.4)
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If we set F(t,u’(t)) = f (t, u®(t), kg()u’ (1), %h(t)u"(t)), then (2.4) shows that

B := u is an upper solution for the dynamic equation u®* + F(r, u’ (1)) = 0. Also, the
constant function « := u () satisfies ozAA(t) + F(t,a’(t)) > 0, and so «(¢) is a lower
solution. Therefore, by [8, Theorem 6.54], if we choose a sequence t, — 00, t, € T,
then foreach ¢, € T, t, > t;, the BVP

VAR L F@u (1) =0, yt)=A=u(), yo(t)) =B,
where u(t]) < B < u(az(tn)), has a solution u,, with
u(ty) < up(t) <u(t), t <t <o(ty).

By a standard diagonalization argument, we conclude that there is a subsequence of
{u, (t)} which converges, uniformly on compact subsets of T, to a solution y of

YRS+ F(t,y7 (1) =0

which satisfies 0 < u(#1) < y(t) < u(t) on [t1, 00). It follows that y(¢) > 0, yA(t) >
0 and yAA(t) < 0. Therefore, since y(¢) is bounded, we have that tlim y(t):=L >0
—> 0

exists. Integration for 71 < s < T implies

T
YA(T) — y2(s) +f F(r, y° (r)Ar = 0.

Letting T — oo we obtain

VA (s) = / T Fr ) Ar,

and so integrating again for #; < f < t, we obtain
t
(1) = y(0) = f YA (5)As

t
t o0
> / / F(r.y* (M) Ar As
1 K

t r o0 t
=[ f F(r,y"(r))AsArJrf fF(r,y"(r))AsAr

=[ (r —DHF(, ya(r))AH-/ (t —DF(r, y° (r)Ar

> [ (r — ) F(r, y° (r))Ar. (2.5)

From (2.5) we have

t t
y (1) Zy(f)-i-[ (r —DF(r, y (r)Ar >ﬁ (r —DF(r, y° (r)Ar.
t t
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Since y(t) < u(t) < M for some M > 0, by letting + — o0, it follows that

/:oo(r — D F(r, y° (r))Ar < oo,
t

(0.9]
which implies that ﬁ rF(r, y°(r)) < oo. For the same 0 < k < 1 as in the first part
t

of the proof, we may assume that for t > Tk > Ty we have y(t) > kL. However, then
using the monotonicity of f we have

1 L
f (t, Yo (t), kg(t)y® (1), #z(t)y“(t)) > f (t, Y1), kg(t)y’ (1), ;h(t))
(1-kr g0, 1)

Therefore, with o := kL it follows that

foo rf (r, o, kag(r), gh(r)) Ar < 00,
iy k2

k

a contradiction to our assumption (2.2). This completes the proof. [

We next introduce the following condition (B) which replaces the nonincreasing
assumption for the function f in the w variable by assuming f is nondecreasing in w
for w > 0 and for fixedr € T and u, v > 0.

* The function is said to satisfy condition (E) if for each fixed t € T and u, v > 0,
fis

* nondecreasing in w and for fixed u, w > 0, f is

* nondecreasing in v for v > 0 and for fixed v, w > 0 f is

* nondecreasing in u for u > 0. Of course, if f is

* independent of w, then conditions (B) and (l§) coincide.

Then we have the following result which gives conditions under which all solutions of
(1.3) are oscillatory:

Theorem 2.2. Assume conditions (A) and (B) hold. Then all solutions of (1.3) are
oscillatory in case

‘/ootf (t, o, ag(t), ) At| = oo, (2.6)

for all « # O.
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Proof. The proof is similar to that of Theorem 2.1. Here we use the fact that if « is an
eventually positive solution of (1.3), then given 0 < k < 1 there exists 7y > Tj so that
u(z(t)) > kg(t)u® (t) and since uA(t) > 0fort > T, u(&(t)) > u°(t). Therefore, by
the monotonicity assumption from (E), it follows that

0=u(t) + f(t,u” (1), u(z(®)), uE@))
> ul2 () + £t u (), kg()u® (1), u’ ().

So if we set F(t,u®) =: f(t,u’,kg(®)u®,u’) and @ = u(T) > 0, then the rest of the
proof is similar to that of Theorem 2.1. [

The next result may be regarded as a special case of Theorem 2.1.

Theorem 2.3. Assume f satisfies conditions (A) and (B) and suppose further that there
exists T > t; such that

inf{g(t) :t>T}=m; >0 and sup{h(t):t>T}=my < 00, 2.7)

where g and / are as defined in (2.1). Then all bounded solutions of (1.3) are oscillatory

in case
e amo
tf (t, o, kami, k_z) At

for all @ # 0, and for some 0 < k < 1.

= o0, (2.8)

Proof. Theorem 2.1 and the monotonicity assumption on f along with (2.7) imply the
result. |

If we replace the assumption (B) by (B), then we may give a necessary and sufficient
condition for the existence of a bounded nonoscillatory solution. In this case, we only

t
need to assume the first part of (2.7) along with the assumption that Q is bounded for

t
all large # (which is equivalent to ? bounded).

~ t
Theorem 2.4. Assume f satisfies (A) and (B) and that @ is bounded for all large ¢.

Assume further that
liminf g(¢) :=m; > 0. (2.9)

Then equation (1.3) has a bounded nonoscillatory solution if and only if

‘/ooo(t)f(t,a, o,a) At| < o0, (2.10)

for some o # 0.
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t
Proof. We note that since %) is bounded for all large ¢, it follows that

< 0

'/ooa(t)f (t,o, a, a) At

< Q.

‘/ootf(t,a,oc,a)At

Now Theorem 2.4 and the monotonicity assumption of f along with (2.9) show that
(2.10) is necessary for the existence of a bounded nonsocillatory solution. Conversely,
if (2.10) holds, assume to be specific that « > 0 and choose T > ¢| so that 7(¢) > t; if
t > T and such that

/ooa(t)f(t,a, o, 0)At < é,
T 2

where 0 < 8 < «. Define yo(t) = B fort > t; and

(G(S) T)f(s, Y, (), yu(T(8)), yu(E(s)NAs, 1 <T,

Yn+1(f) =
/ (0(s) =) f (s, ¥ (), yu(T(8)), yu(6(s))As, t>T.
Then, since t; <t t <o(t) <&()fort > T, it follows by induction that
g <y(t) <B, t>=Tandaln>0.

Since the sequences {y,(¢)} and {ynA (t)} are both uniformly bounded for + > T, the
Ascoli—Arzela theorem along with a standard diagonalization argument yields a subse-
quence of {y, (¢)} which converges uniformly on compact subintervals of [T, c0) N T to
a solution y of (1.3) satisfying 8/2 < y(t) < B. This proves the theorem. [

It may be shown that the converse of Theorem 2.1 is not true without assumptions
like (2.7). (See [12, Remark 3.5]).

To extend Theorems 2.1 and 2.3 to unbounded solutions, we let ¢ (1) denote a con-
tinuous nondecreasing function of u satisfying u¢ () > 0, u # 0 with

/:i:OO du
< 00.
1 dw)
We will say that f (¢, u, v, w) satisfies condition (H) provided there existsan 0 < o < 1
such that for any ¢ # 0 and forall t > T

1
inf S ag O, h 0w > k‘f (tac, ag(f)c, lh(t)c)‘
|u|>c ¢)(u) o
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for some positive constant k.
We may now prove the following result:

Theorem 2.5. Assume f satisfies conditions (A), (B), and (H). Then all solutions of
(1.3) are oscillatory in case (2.2) holds for all @ # 0.

Proof. 1If (2.2) holds for all « # 0, let u be a nonoscillatory solution of (1.3) with
u(t) > 0,u(r(t)) > Ofort > T. As in the proof of Theorem 2.1, given 0 < o < 1
from condition (H) there exists 7, > T such that

ubb 4 f <t, u® (1), ag(Hu (1), lh(r)u"(z)) <0, t>T,. (2.11)
(07

Hence we obtain a solution y of

1
YA+ f (r, Y7 (1), ag(®)y” (), —h(0)y” (r)) =0 (2.12)
with 0 < u(T,) < y(t) < u(t),t > T,. We next define
“ ds
uy 9(8)’
where ug := y(T,) > 0. Observe that G'(u) = 1/¢ (u). By the Potzsche chain rule,

T L an A1)
Gyt = / —) : (/ ) =50
(G(y(1)) ( o o) yo) = 0o ¢(y°(t) v ¢ (y° (1))

G(u) :=

since yj(¢) := y(t) + hu(t)y> () < y°(t) and ¢ is nondecreasing so that ! >
1 ¢ (yn(1))
m. Consequently, .
G Ay 270 2.13
(GOh®ON™ = 5070 (2.13)

Furthermore, since y(¢#) > 0 and yA(t) 1S nonincreasing, tlim yA(t) = L with 0 <
— 00

L < oco. Now integrating (2.12) for t > T>T, gives
0=y*@) — y*(T) +/

! 1
S (s, ¥ (s), ag(s)y’ (s), &h(S)yG(s)) As

T
and letting + — oo in the above, we obtain
~ o0 1
yAT) =Ly +/~ f (s, ¥ (), ag(s)y° (), &h(S)y”(S)) As
T

o0 1
z/f f (S,y"(S),ag(S)y"(S), Eh(S)y"(S)> As

t 1
>f~ f (S,y"(S),ag(S)y"(S), ;h(S)y”(S)> As.

T
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Now multiplying by <¢ (y° (f’)))_l, we obtain
Wiy o1
¢ (1) ~ ¢y (1))

(s, YO (5), ag(s)y° (s), 2h(s)y7 (5))
> As
7 ¢ (7 (s))

! 1
/T f<S,ya(S),0lg(S)y“(S),&h(S)yG(S)> As

z/~ kf (s, c,ag(s)c, lh(s)c> As (2.14)
7 o

for sufficiently large T (by condition (H)) where ¢ := u(T,) > 0. Observe that since
yA(t) > 0, we have llim y(t) = Lo, with 0 < Ly < oo and so
—00

() d Ly g
“ “ L <oco (2.15)

y
Mg, GO (”):zli“@o/uo o) o @)

We have therefore as t — oo

/T (GEN*As = L — G(y(Ty) < 0.

We integrate (2.14) for t > T and use (2.13) to obtain

t A
yo(s) As
7 @ (y7(s))

Z/~ /f kf (r» c,ag(r)c, lh(r)c> ArAs
T JT o

= k/~ (s — T)f <s, c,ag(s)c, éh(s)c) As. (2.16)
T

ff (G(y(s)*As >

However, the left side of (2.16) is bounded as t — oo whereas the right side is un-
bounded by assumption (2.2). This contradiction shows that all solutions of (1.3) are
oscillatory. |

We may also prove an analog of Theorem 2.5 by replacing condition (B) by (B) and
condition (H) by (H), which we state as follows: We say that f satisfies condition (H)
provided there exists an 0 < « < 1 such that forany ¢ # O and forallt > T

. ft,u,ag(t)u,u)
inf
lu|=c o (u)

> k|f(t, c,ag(t)c, ol
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for some positive constant k, where ¢ (1) denotes a continuous nondecreasing function
of u satisfying u¢(u) > 0, u # 0 with

fioo du
< 0.
11 o)

We then may establish the following result.

Theorem 2.6. Assume f satisfies conditions (A), (]§), and (H). Then all solutions of
(1.3) are oscillatory in case (2.6) holds for all @ # 0.

We omit the proof since it is similar to the proof of Theorem 2.5.

3. Examples

We would like to illustrate some of the results above by means of several examples. We
first consider the linear case when the equation contains an advanced argument.

Example 3.1. Consider the linear functional dynamic equation

VAR 4 p(0)y° () + q(O)y" (1) + r()y* (1) = 0, (3.1)
where p(t),q(t),r(t) > 0,t > ty. If we set

_ v(1)
0 = pO) +q () S +7(0), (3.2)

then (3.1) is oscillatory in case
yA4+2.0y7 =0 (3.3)

is oscillatory for some 0 < A < 1. To see this, suppose that u is a nonoscillatory solution
of (3.1) with u(¢) > 0,u"(t) > 0, > T.Thenby Lemma 1.1, for . < k < 1 there is
a Ty > T such that

uB) + (p(t) + kq(t)% + r(t)) u () <0, t > Tx. (3.4)

A(r)
Then with z(¢) := % we see that z(¢) satisfies the Riccati dynamic inequality (1.15)
u
(1)

with g (¢) replaced by p(t) + kq (t)ﬁ + r(¢t). By Lemma 1.2, this means that the
o

equation

yAA + (p(r) + kq(,)ﬁ + r(r)) Yy () =0 (3.5)
o(t)
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is nonoscillatory and so by the Sturm comparison theorem, (3.3) is also nonoscillatory.
This contradiction shows that (3.1) is oscillatory. If we apply a specific oscillation
criterion, we conclude that (3.1) is oscillatory if

. o T(s) 1
lim inf t/ (p(s) +q(s)— + r(s)) As > —
‘ o (s) 4
(see [15, Example 3.4]).

Example 3.2. Let f (¢, u, v, w) := p(t)u” + q(t)v"?, where y;, y» > 0 and are the
quotients of odd positive integers. We assume also that p(z), g(¢) > 0 for all large ¢ and

t
are rd-continuous. Clearly condition (A) holds so that with g(r) = L) we conclude

o(t)
from Theorem 2.1 that all bounded solutions of
AR+ PG + g ) =0 (3.6)
are oscillatory if
0
/ t(p(1) +q@)(g()"?) At = oo, (3.7)

If y1,y> > 1, then with ¢(u) = u”, where 1 < y < min{yy, y»}, it is not difficult
to show that f (¢, u,v) = p()u” + g(r)v"? satisfies condition (H). Therefore, from
Theorem 2.5, we conclude that all solutions of (3.6) are oscillatory provided

/ t(p(Da” + q () (ag(t)") At = 00 (3.8)

for all « # 0. Moreover, (3.8) holds for all @ # 0 if and only if

/ tp(t)At+/ tq(t)(g(1)2 At = oo. (3.9)

Conversely, if lim inf g(¢) := m; > 0, then (3.9) is necessary for all solutions of (3.6)
to be oscillatory.

We next give an illustration of the situation when f involves an advanced argument.
Example 3.3. Suppose that

p@u" +q(@)v”
1+ r(w?

ft,u,v,w):=

where r(¢) > 0 is rd-continuous and yy, y2, p(t), q(t) > 0. From Theorem 2.1, we
conclude that all bounded solutions of
an . POOTEN +q@) (YT ()"
yoo+ 3 =0
14+ r@) @)

(3.10)
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are oscillatory in case

/«oo ¢ (p(l‘)Olyl + q(t)(ag(t))n) —
At = 00
a? +r(t)(h(1))?

(3.11)

for all @ # 0. Moreover, (3.10) has a bounded nonoscillatory solution iff

o0
/ tf(t,a, o a)At < o0

for some o # 0.

The results in the last two examples may be regarded as extensions of some oscillation
criteria due to Atkinson [5].
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