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Abstract

We give a functional characterization of a nondensely defined Hermitian contractive
operator A and its self-adjoint extension Â with the same norm which are unitarily
equivalent to their linear-fractional transformations. Special attention is paid to the
case when the orthogonal complement of the domain of A is one-dimensional. An
example of such an operator A is considered.

AMS subject classification: Primary 47B99, Secondary 47B15.
Keywords: Nondensely defined Hermitian contraction, self-adjoint extension,
extreme extension, invariant contraction.

1. Introduction

In this article we consider contractive operators which are defined on a proper subspaces
of a Hilbert space and which have the Hermitian property. In addition we assume that any
such operator is unitarily equivalent to its linear-fractional transformation (the precise
meaning of this property is given in Definition 3.1). We call such operators nondensely
defined invariant Hermitian contractions.

M. G. Kreı̆n proved [18] that any nondensely defined Hermitian contraction A admits
a self-adjoint extension Â with the same norm. In our article [6] it was proved that any
invariant Hermitian contraction A admits a self-adjoint extension Â with the same norm
which is also unitarily equivalent to its linear-fractional transformation (an invariant
extension). In particular, it was proved that the extreme extensions Âµ and ÂM are
invariant.
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In this article we give a functional characterization of an invariant pair (a nondensely
defined Hermitian contraction A and its self-adjoint extension Â). This characterization
is given in terms of the N -resolvent of Â, the restriction of the resolvent of Â on the
orthogonal complement of the domain of A. The corresponding result is formulated in
Theorem 3.6. In Theorem 3.11 we parametrize all invariant self-adjoint extensions Â

in terms of solutions of a Riccati equation. As a consequence, we obtain, that if the
orthogonal complement to the domain of A is one-dimensional, then extreme extensions
are only invariant self-adjoint extensions of A.

In Section 4 we consider the case when the orthogonal complement to the domain
of A is one-dimensional, and the operator A is invariant with respect to a continuous
group of linear-fractional transformations. In this case it is possible to solve a functional
equation for the N -resolvent of the invariant extension Â. It turns out there exists a
one-parametric family of nondensely defined Hermitian contractions which are invariant
with respect to a continuous group of linear-fractional transformations. Any nondensely
defined Hermitian contraction with this property is unitarily equivalent to a member of
this family.

In Section 5 we consider an example of a nondensely defined invariant Hermitian con-
traction. This example gives a universal model of the Hermitian contraction considered
in Section 4.

2. Preliminaries

Let D = D be a proper subspace of a Hilbert space H, and let A be an operator defined
on D which possesses the following properties

1. (Ah1, h2) = (h1, Ah2), h1, h2 ∈ D, Hermitian property;

2. ‖Ah‖ ≤ ‖h‖, h ∈ D.

Then, the operator A is called a nondensely defined Hermitian contractive operator, or
just a nondensely defined Hermitian contraction. For a nondensely defined Hermitian
contraction A we define �(A) as the set of all self-adjoint operators Â which are exten-
sions of A and have the same norm, that is,

�(A) = {Â : Âf = Af, f ∈ D, Â∗ = Â, ‖Â‖ = ‖A‖}.
In [18] M. G. Kreı̆n proved that �(A) �= ∅. Moreover in [18] it was also proved that the
set �(A) contains the minimal element Âµ and the maximal element ÂM .

A description of the set �(A) was originally obtained by M. G. Kreı̆n [18] and is
also presented in [1]. The article [19] among other important and interesting results
contains a description of the resolvents of operators Â ∈ �(A). Other proofs of such
type of results as well as further generalizations can be found in [2, 3, 12, 21]. The last
two articles also contain extensive lists of references.
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In the form that we use in the present article, the description of the set �(A) was
obtained or can be easily extracted from results of articles [4, 8, 17, 23].

Let N be the orthogonal complement of D in H, N = H�D, let PD be the orthogonal
projection onto D, and let PN = I − PD be the orthogonal projection onto N. Define
the operators B and C by

B = PDA, C = PNA.

The operator C maps D into N, and B is a self-adjoint operator on D, B∗ = B.
Using these notations, the operator A : D �→ H can be represented as a block operator

matrix

A =
[
B

C

]
,

with respect to the decomposition H = D ⊕ N, and any operator Â ∈ �(A) can be
represented as a block operator matrix

Â =
[
B C∗
C E

]
, (2.1)

where E : N �→ N satisfies E∗ = E .
The condition ‖A‖ ≤ 1 implies that for any f ∈ D we have

((ID − B2)f, f ) ≥ (C∗Cf, f ).

The last inequality means that there exists an operator X : D → N such that ‖X‖ ≤ 1
and

C = X(ID − B2)1/2.

Initially the operator X is defined on R(ID − B2) (the closure of the range of ID − B2)
and then defined as zero operator on D � R(ID − B2). In such a way the operator
X is defined uniquely. The operator E is given by the following formulas (see above
mentioned references):

E = O + R1/2ZR1/2,

where
O = −XBX∗, R = IN − XX∗, (2.2)

ID and IN are identity operators in D and N respectively, and Z is an arbitrary self-
adjoint contraction (Z = Z∗, ‖Z‖ ≤ 1) on N. In particular, the set �(A) contains only
one element if and only if R = 0, or XX∗ = IN, that is, if and only if the operator X is
a coisometry.

We will need the following theorem of M. G. Kreı̆n [18, Theorem 4] that gives a
characterization of the extensions Âµ and ÂM .

Theorem 2.1. Let Â ∈ �(A) and let

Âf =
∫ 1

−1
λdE(λ)f
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be its spectral decomposition. Then in order that Â = Âµ (respectively Â = ÂM ), it is
necessary and sufficient that the integral

J (ϕ, Â) =
∫ 1

−1

d‖E(λ)ϕ‖2

1 + λ
respectively J (ϕ, −Â) =

∫ 1

−1

d‖E(λ)ϕ‖2

1 − λ

is equal to ∞ for any ϕ ∈ N. The operator Â is the unique self-adjoint extension of A

with norm ≤ 1 if and only if simultaneously

J (ϕ, Â) = J (ϕ, −Â) = ∞.

Remark 2.2. The theorem is cited exactly as it is formulated in [18]. Of course, it is
assumed that ϕ �= 0.

Let Â ∈ �(A). Denote by E(λ) the resolution of identity of the operator Â. E(λ) = 0
for λ < 0, and E(λ) = I for λ > 1. We normalize E(λ) in such a way that E(λ) =
(E(λ − 0) + E(λ + 0))/2. We also denote by σ(λ) a nondecreasing function, whose
values are operators in N defined as

σ(λ) = PNE(λ)|N.

The function σ(λ) also satisfies σ(λ) = (σ (λ − 0) + σ(λ + 0))/2 and σ(1 + 0) = IN.
The N-resolvent N (z) of the operator Â is defined by the expression

N (z) = PNR(z)|N, (2.3)

where R(z) = (Â − zI)−1 is the resolvent of the operator Â. The function N (z) is
analytic on C \ (−1, 1). Using the spectral representation of Â, one can rewrite (2.3) in
the form

N (z) =
∫ 1

−1

dσ(λ)

λ − z
. (2.4)

The function N has the following properties:

1. N (z̄) = [N (z)]∗;

2.
1

2i
{N (z) − [N (z)]∗} ≥ 0, z > 0;

3. lim
z→∞ N (z) = 0;

4. lim
z→∞ zN (z) = −IN.

(The last property follows from the fact that σ(1 + 0) = IN). Properties 1 and 2 above
imply the function N (z) is of Herglotz–Nevanlinna class.

Recall that a nondensely defined Hermitian contraction A on a Hilbert space H with
domain D is said to be simple if D does not contain any (nonzero) subspace that is
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invariant with respect to A. Since A is a bounded operator, without loss of generality it
is possible to assume that such invariant subspace is closed.

In the remainder of this paper we always assume that all nondensely defined Hermi-
tian contractions are simple unless the opposite is stated explicitly.

The N-resolvent N (z) defines the pair (A, Â) uniquely up to unitary equivalence.
The next theorem is obvious.

Theorem 2.3. Let A and A′ be nondensely defined Hermitian contractions in Hilbert
spaces H and H

′ with domains D ⊂ H and D
′ ⊂ H

′ respectively, and suppose that
Â ∈ �(A), Â′ ∈ �(A′). Let U : H → H

′ be a unitary operator such that UD = D
′, and

UA = A′U, UÂ = Â′U.

Then there exists a unitary operator U0 : N → N
′ such that

U0N (z) = N (z)U0.

Theorem 2.4. Let N (z) be a function of the Herglotz–Nevanlinna class with values
in the set of bounded operators on some Hilbert space N, which admits the integral

representation (2.4), where
∫ 1

−1
dσ(λ) = IN. Then there exist a Hilbert space H which

contains N as a proper subspace, a simple nondensely defined Hermitian contraction A,
and its contractive self-adjoint extension Â such that D = H � N is the domain of A,
and the N-resolvent of Â coincides with N . The pair (A, Â) is defined uniquely up to
unitary equivalence.

Theorem 2.4 is well known and, in fact, is a simplified version of one of the results
from [19]. It immediately follows from the theorem of M. A. Najmark [1].

Let Â ∈ �(A) and z ∈ ρ(Â) ∩ ρ(Âµ), in particular, z /∈ �. With respect to the
decomposition H = D ⊕ N we have

(Â − zI) − (Âµ − zI) =
[

0 0
0 �E

]
,

where �E = E − Eµ is a self-adjoint operator on N which satisfies 0 ≤ �E ≤ 2R (see
formula (2.2)), and E is the right bottom element of the block representation (2.1) of the
operator Â. From the last expression we obtain that

R
Â
(z) =

[
I + Rµ(z)

[
0 0
0 �E

]]−1

Rµ(z),

where Rµ is the resolvent of the operator Âµ. Representing R
Â
(z) and Rµ(z) as block

operator matrices, we have

N (z) = [
IN + Nµ(z)�E

]−1 Nµ(z), (2.5)
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where Nµ is the N-resolvent of Âµ. Along with (2.5) we have

N (z) = Nµ(z)
[
IN + �ENµ(z)

]−1
.

A general description of the resolvents of nondensely defined Hermitian contractions
was obtained in [19].

3. Invariant Contractions

Fix a number t > 0 and put κ = tanh t . Then 0 < κ < 1. Denote by g a linear-fractional
transformation of the extended complex plane C = C ∪ ∞ onto itself defined as

g(z) = z − κ

1 − κz
, (3.1)

and let G = {gn, n = 0, ±1, ±2, . . . , } be the group of linear fractional transformations
generated by g. Each transformation gn from G is of the form

gn : z �→ z − κn

1 − κnz
,

where
κn = tanh nt, n = 0, ±1, ±2, . . . .

Let U be a unitary operator on a Hilbert space H and put Un = Un, n = 0, ±1, ±2, . . ..

Definition 3.1. Let A be a nondensely defined Hermitian contraction on a Hilbert space
H. The operator A is said to be (g, U)-invariant (or just invariant) if

UnAU∗n = gn(A) = (A − κnID)(ID − κnA)−1, n = 0, ±1, ±2, . . . .

Denote by Mz, z ∈ C, the range of the operator A − zID. For z /∈ (−1, 1), the set Mz

is a closed subspace of H.
Definition 3.1 is understood in the following sense: The unitary operator Un maps

the subspace D onto M1/κn
and M0 onto Mκn

. In other words, for any h ∈ D there
exists h′ ∈ D such that

Unh = h′ − κnAh′

and
UnAh = Ah′ − κnh

′.
Definition 3.2. An operator Â ∈ �(A) is called (g, U)-invariant if

UnÂU∗n = gn(Â), n = 0, ±1, ±2, . . . . (3.2)

Remark 3.3. For any Â ∈ �(A) the expression

gn(Â) = (Â − κnI)(I − κnÂ)−1
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is a well defined self-adjoint contractive operator.

Definition 3.4. Let A be a nondensely defined Hermitian contraction, and let Â ∈ �(A).
The pair (A, Â) is said to be (g, U)-invariant if both A and Â are (g, U)-invariant.

The following theorem was proved in [6].

Theorem 3.5. Let A be a nondensely defined (g, U)-invariant Hermitian contraction.
Then it admits a (g, U)-invariant self-adjoint contractive extension Â ∈ �(A). In
particular, the extreme extensions Âµ and ÂM are (g, U)-invariant.

Our next goal is to give a functional characterization of a (g, U)-invariant pair (A, Â).
From (3.2) it follows that for all integers n

Un

∫ 1

−1
λdE(λ)U∗n =

∫ 1

−1

λ − κn

1 − κnλ
dE(λ) =

∫ 1

−1
gn(λ)dE(λ).

From this expression we deduce that for any Borel set δ ⊂ [−1, 1]
UnE(δ)U∗n = E(g−n(δ)). (3.3)

It is also clear that if a resolution of identity E(λ) satisfies (3.3), then the corresponding
self-adjoint operator Â is (g, U)-invariant. Therefore we have the following.

A self-adjoint operator Â ∈ �(A) is (g, U)-invariant if and only if the resolution of
identity E(λ) associated with Â satisfies condition (3.3).

Observe that for a (g, U)-invariant Â and for ϕ ∈ N, the vector (I −κÂ)Uϕ is in N.
Indeed, according to Definition 3.1, the operator U maps the subspace D onto subspace
M1/κ = (A− 1/κID)D . Therefore, the operator U maps N = D

⊥ onto N1/κ = M
⊥
1/κ .

Thus the vector Uϕ is in N1/κ . Now for any h ∈ D we have

(h, (I − κÂ)Uϕ) = ((I − κÂ)h, Uϕ) = ((ID − κA), h, Uϕ) = 0,

because Â ∈ �(A).
Define an operator B on N by the formula

Bϕ = 1√
1 − κ2

(I − κÂ)Uϕ, ϕ ∈ N. (3.4)

It is clear that B is an invertible operator and

B−1ϕ =
√

1 − κ2U∗(I − κÂ))−1ϕ, ϕ ∈ N.

Theorem 3.6. Let A be a nondensely defined Hermitian contraction defined on a proper
subspace D = D of a Hilbert space H with dimN = dimD

⊥ < ∞, and let Â ∈ �(A).
Then the pair (A, Â) is (g, U)-invariant if and only if there exists an invertible operator
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B on the subspace N such that the N-resolvent N (z) of the operator Â satisfies the
equation

N (g(z)) − N (g(ζ )) = B∗ [N (z) − N (ζ )] B, z, ζ /∈ (−1, 1). (3.5)

Operators Â, U , and B are related by the formula (3.4).

Proof. Let (A, Â) be a (g, U)-invariant pair. Then from (3.2) (with n = 1) it follows
that for any z /∈ (−1, 1)

UR(z)U∗ = 1

1 + κz
R(g−1(z))(I − κÂ).

Therefore, for ϕ, ψ ∈ N we have

(N (z)ϕ, ψ) = 1

1 + κz
(R(g−1(z))(I − κÂ)Uϕ, Uψ)

= 1 − κ2

1 + κz
((I − κÂ)−1R(g−1(z))Bϕ, Bψ)

= − 1 − κ2

κ(1 + κz)

(
R

(
1

κ

)
R(g−1(z))Bϕ, Bψ

)

= 1 − κ2

κ(1 + κz)

1
1
κ

− g−1(z)

([
R(g−1(z)) − R

(
1

κ

)]
Bϕ, Bψ

)

= (B∗N (g−1(z))Bϕ, ψ) −
(

B∗N
(

1

κ

)
Bϕ, ψ

)
,

where (3.4) and the resolvent identity were used. Thus we have proved that

N (z) = B∗
[
N (g−1(z)) − N

(
1

κ

)]
B (3.6)

from which (3.5) follows. Formula (3.6) can be written in the form

N (g(z)) = B∗N (z)B + T , (3.7)

where

T = −B∗
∫ 1

−1

dσ(λ)

λ − 1/κ
B = −B∗N

(
1

κ

)
B (3.8)

is a self-adjoint operator on N. Since we assume that 0 < κ < 1, operator T is positive.
Assume now that the N-resolvent N (z) of the operator Â satisfies equation (3.5) or

equivalently, equation (3.7). The expression for N (g(z)) can be written in the form

N (g(z)) = (1 − κz)

∫ 1

−1

1

(λ + κ)/(1 + κλ) − z

dσ(λ)

1 + κλ
.
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In the last expression we substitute λ by g(λ). Then formula (3.7) takes the form

1

1 − κ2

∫ 1

−1

dσ̃ (λ)

λ − z
=

∫ 1

−1

d ˜̃σ(λ)

λ − z
,

where dσ̃ (λ) = dσ(g(λ))(1 − κλ) and d ˜̃σ(λ) = d[B∗σ(λ)B]/(1 − κλ). Therefore,

B∗dσ(λ)B = (1 − κλ)2

1 − κ2
dσ(g(λ)). (3.9)

In the space L2([−1, 1], dσ ) consider an operator U defined as

(Uf )(λ) =
√

1 − κ2

1 − κλ
(Bf )(g(λ)), (3.10)

that is, a weighted composition operator. It is clear that U is an invertible operator, and
it is easy to check that U−1 is given by the formula

(U−1f )(λ) =
√

1 − κ2

1 + κλ
(B−1f )(g−1(λ)).

Now we show that U is a unitary operator:

‖Uf ‖2 =
∫ 1

−1
(dσ (λ)(Uf )(λ), (Uf )(λ))

= (1 − κ2)

∫ 1

−1

(B∗dσ(λ)Bf (g(λ)), f (g(λ)))

(1 − κλ)2

=
∫ 1

−1
(dσ (g(λ))f (g(λ)), f (g(λ))) =

∫ 1

−1
(dσ (λ)f (λ), f (λ)) = ‖f ‖2,

where (3.9) and (3.10) were used. Thus U is a unitary operator.
Let Â0 be an operator of multiplication by λ in the space L2([−1, 1], dσ ). Clearly

this operator is bounded and self-adjoint. For f ∈ L2([−1, 1], dσ ) we have

(UÂ0U
∗f ) = U

[
λ
(1 − κ2)1/2

1 + κλ
(B−1f )(g−1(λ))

]

= λ − κ

1 − κλ
f (λ) = g(Â0)f (λ).

Thus the operator Â0 is (g, U)-invariant. Let D be the subspace of L2([−1, 1], dσ )

defined as

D =
{
f ∈ L2([−1, 1], dσ ) :

∫ 1

−1
dσ(λ)f (λ) = 0

}
,
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and let A0 be a restriction of operator Â0 onto D. It is obvious that A0 is a non-
densely defined Hermitian contraction and Â0 ∈ �(A0). We need to show that A0 is
(g, U)-invariant. Indeed, for f ∈ D, let h be a vector from L2([−1, 1], dσ ) defined as
(Uf )(λ) = (1 − κλ)h(λ), that is,

h(λ) =
√

1 − κ2

(1 − κλ)2
(Bf )(g(λ))

(see formula (3.10)). For the vector h we have∫ 1

−1
dσ(λ)h(λ) =

√
1 − κ2

∫ 1

−1

dσ(λ)Bf (g(λ))

(1 − κλ)2

= 1√
1 − κ2

(B∗)−1
∫ 1

−1
dσ(g(λ))f (g(λ)) = 0,

because B is a continuous operator and (3.9) was used. Therefore, for any f ∈ D the
vector Uf is in (I − κA0)D.

Conversely, let h ∈ (ID − κA0)D, that is, h(λ) = (1 − κλ)f (λ), where f ∈ D. We
need to show that there exists ϕ ∈ D such that Uϕ = h. Put

ϕ(λ) = (1 − κg−1(λ))2

√
1 − κ2

(B−1f )(g−1(λ)).

From (3.10) it follows that (Uϕ)(λ) = (1 − κλ)f (λ). Moreover,∫ 1

−1
δσ (l)ϕ(λ) =

∫ 1

−1
dσ(λ)

(1 − κg−1(λ))2

√
1 − κ2

(B−1f )(g−1(λ))

=
∫ 1

−1
dσ(g(λ))

(1 − κλ)2

√
1 − κ2

(B−1f )(λ)

=
√

1 − κ2B∗
∫ 1

−1
dσ(λ)f (λ) = 0,

where (3.9) was used. Thus, UD = (ID − κA0)D. Now

U(A0f ) = λ − κ

1 − κλ

√
1 − κ2

1 − κλ
Bf (g(λ))

= (λ − κ)h(λ) = (A0 − κI)h,

which proves that A0 is (g, U)-invariant. Therefore (A0, Â0) is a (g, U)-invariant pair.

Since the N-resolvent N (z) of Â0 is given by
∫

dσ(λ)/(λ − z), the pair (A0, Â0) is

unitarily equivalent to the given pair (A, Â). This completes the proof. �

According to Theorem 3.6, to each Â ∈ �(A), such that the pair (A, Â) is (g, U)-
invariant, there corresponds an operator B = B(Â) defined by (3.4), such that the
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equation (3.5) is fulfilled. From (3.4) it follows that for any such operator B its spectrum
σ(B) lies in the annulus

σ(B) ⊂
{

z :
√

1 − κ

1 + κ
≤ |z| ≤

√
1 + κ

1 − κ

}
. (3.11)

Let Bµ (respectively BM ) be the operator defined by (3.4) with Â = Âµ (respectively
Â = ÂM ).

Theorem 3.7. Let (A, Â) be a (g, U)-invariant pair. Then the spectrum σ(Bµ) of the
operator Bµ satisfies the condition

σ(Bµ) ⊂
{

1 ≤ |z| ≤
√

1 + κ

1 − κ

}
, (3.12)

while the spectrum σ(BM) of the operator BM satisfies the condition

σ(BM) ⊂
{√

1 − κ

1 + κ
≤ |z| ≤ 1

}
. (3.13)

Proof. The estimate for the upper bound in (3.12) and lower bound in (3.13) follow from
(3.11).

In order to prove that for any eigenvalue ρ of Bµ the inequality |ρ| ≥ 1 is fulfilled,
we observe at first that from (3.6) it follows that

N (gn(z)) = B∗nN (z)Bn +
n−1∑
k=0

B∗kT Bk. (3.14)

For z �= 1 the sequence {gn(z)}, n = 0, 1, 2, . . . converges to −1 as n → ∞. Let z0 be
a real number, z0 < −1. Then from the monotone convergence theorem it follows that

∫ 1

−1

d(σ (λ)f, f )

λ + 1
= lim

n→∞

∫ 1

−1

d(σ (λ)f, f )

λ − gn(z0)
= lim

n→∞(N (gn(z0))f, f ). (3.15)

Applying (3.15) to an eigenvector f of operator Bµ which corresponds to an eigenvalue
ρ and taking into account (3.14), we obtain

∫ 1

−1

d(σµ(λ)f, f )

λ + 1
= lim

n→∞

[
|ρ|2n(Nµ(z0)f, f ) + (Tµf, f )

n−1∑
k=0

|ρ|2k

]
.

According to Theorem 2.1, the integral in the left-hand side diverges, which is possible
if and only if |ρ| ≥ 1.
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Similar arguments show that any eigenvalue of the operator BM is in absolute value
greater than or equal to one if we observe that for z �= −1 the sequence {g−n(z)}
converges to 1. �

If dimN = 1, then the operator B in (3.5) is an operator of multiplication by a complex
number. We denote this number also by B. The following statement was proved in [6]
by different arguments.

Corollary 3.8. Let A be a nondensely defined (g, U)-invariant Hermitian contraction
such that dimD

⊥ = 1. Suppose that Âµ �= ÂM . Then Âµ and ÂM are the only invariant
self-adjoint extensions of A with norm ≤ 1.

Proof. Let Â ∈ �(A) be an invariant self-adjoint contractive extension of A. Denote by
E(λ) the resolution of identity of Â, and let B be a complex number from equation (3.7)
for the N -resolvent of Â. For any (nonzero) vector ϕ ∈ N and a point z0 < −1

J (ϕ, Â) =
∫ 1

−1

d‖E(λ)ϕ‖2

1 + λ
= lim

n→∞

[
|B|2n(N (z0)ϕ, ϕ) + (T ϕ, ϕ)

n−1∑
k=0

|B|2k

]
.

(3.16)

Similarly,

J (ϕ, −Â) =
∫ 1

−1

d‖E(λ)ϕ‖2

1 − λ

= lim
n→∞

[
−|B|−2n(N (z0)ϕ, ϕ) + (T ϕ, ϕ)

n−1∑
k=0

|B|−2k

]
, (3.17)

where z0 > 1 is arbitrary and, consequently, (N (z0)ϕ, ϕ) < 0.
From (3.16) it follows that the conditions |B| ≥ 1 and J (ϕ, Â) = ∞ are equivalent.

From Theorem 2.1 it follows that Â = Âµ if and only if |B| ≥ 1. In the same way from
(3.17) it follows that conditions |B| ≤ 1 and J (ϕ, −Â) = ∞ are equivalent. Therefore
according to the same theorem of M. G. Kreı̆n (Theorem 2.1), Â = ÂM if and only if
|B| ≤ 1.

Thus, if dimN = 1, any invariant extension is either Âµ or ÂM . Since Âµ and ÂM

are always invariant, it proves the corollary. �

Remark 3.9. It is necessary to emphasize that the arguments above, in particular, for-
mulas (3.16) and (3.17), are essentially based on the assumption that κ > 0.

Corollary 3.10. Let A be a nondensely defined (g, U)-invariant Hermitian contraction
such that dimD

⊥ = 1. Then the following three conditions are equivalent:

1. Âµ = ÂM , that is, the set �(A) contains only one element;
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2. |BM | = 1;

3. |Bµ| = 1.

Proof. If Âµ = ÂM , then Bµ = BM . According to Theorem 3.7, 1 ≤ |BM | = |Bµ| ≤ 1.
Thus, conditions 2 and 3 are fulfilled.

Assume now that |BM | = 1. Then J (ϕ, −ÂM) = ∞. From (3.16) with BM instead
of B it follows that also J (ϕ, ÂM) = ∞. Theorem 2.1 gives that Âµ = ÂM and
Bµ = BM , that is, from 2 follows 1 and 3. In case |Bµ| = 1, the same arguments and
equation (3.17) are used.

Let Â ∈ �(A) and let N (z) be the N-resolvent of Â. Since operator Âµ is (g, U)-
invariant, from (2.5) and (3.6) it follows that

N (g(z)) (3.18)

= {
N (z)

[
Bµ�E − �EB∗−1

µ − �EB∗−1
µ Tµ�E

] + B∗−1 [
IN + Tµ�E

]}−1 ×
× {

N (z)
[
Bµ − �EB∗−1

µ Tµ

] + B∗−1
µ Tµ

}
=

{[
IN + Tµ�E

]−1
B∗

µN (z)
[
Bµ�E − �EB∗−1

µ − �EB∗−1
µ Tµ�E

] + IN

}−1 ×
×

{[
IN + Tµ�E

]−1 B∗
µN (z)

[
Bµ − �EB∗−1

µ Tµ

] + [
IN + Tµ�E

]−1
Tµ

}
.

Similarly, using (2.5) and (3.6) we obtain that

N (g(z)) = {[
B∗

µ − B−1
µ �E

]
N (z) + TµB−1

µ

} × (3.19)

× {[
B−1

µ �E + �EB∗
µ − �ETµB−1

µ �E
]
N (z) + [

IN + �ETµ

]
B−1

µ

}−1

=
{[

B∗
µ − B−1

µ �E
]
N (z)Bµ

[
IN + �ETµ

]−1 + Tµ

[
IN + �ETµ

]−1
}

×

×
{[

B−1
µ �E + �EB∗

µ − �ETµB−1
µ �E

]
N (z)Bµ

[
IN + �ETµ

]−1 + IN

}−1
.

From (3.6) it follows that Tµ = N (−1/κ) (since g(∞) = −1/κ and N (∞) = 0). Now
(2.5) and (3.6) give that [IN + Tµ�E]−1Tµ = Tµ[IN + �ETµ]−1 = N (−1/κ).

For any extension Â (invariant or not), formula (3.4) can be written as

B = 1√
1 − κ2

(I − κÂ)U |N

= 1√
1 − κ2

[
I − PN�EPNκ(I − κÂµ)−1)

]
(I − κÂµ)U |N

=
[
IN + �EN

(
1

κ

)]
Bµ = Bµ − �EB∗−1

µ Tµ,

where (3.8) was used. �
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Theorem 3.11. Suppose that Â ∈ �(A). Then operator Â is (g, U)-invariant if and
only if the operator E from the block representation (2.1) of Â satisfies the equation

B−1
µ �E + �EB∗

µ − �ETµB−1
µ �E = 0, (3.20)

where �E = E − Eµ.

Proof. Suppose that Â ∈ �(A) is (g, U)-invariant. Then by virtue of (3.2) along with
the formula (3.4), we have

B =
√

1 − κ2U(I + κÂ)−1|N.

From this formula, we easily deduce that

B = Bµ

[
IN + �ENµ

(
−1

κ

)]−1

= Bµ

[
IN + �ETµ

]−1
.

Therefore, formula (3.19) takes the form

N (g(z)) = [
B∗N (z)B + T

] ×
× {[

B−1
µ �E + �EB∗

µ − �ETµB−1
µ �E

]
N (z)B + IN

}−1
.

Since the operator Â is assumed to be invariant, (3.6) is fulfilled. It means that the
“denominator” in the last expression is equal to IN identically. Since B and N (z) are
invertible operators, we deduce that

B−1
µ �E + �EB∗

µ − �ETµB−1
µ �E = 0.

Suppose now that Â ∈ �(A) and suppose that E satisfies (3.20). Then the “denominator”
in (3.19) does not depend on z, and (3.19) takes the form

N (g(z)) = B∗N (z)Bµ

[
IN + �ETµ

]−1 + N
(

−1

κ

)
.

The same condition (3.20) makes the “denominator” of (3.18) independent of z, and
(3.18) takes the form

N (g(z)) = [
IN + Tµ�E

]−1 B∗
µN (z)B + N

(
−1

κ

)
.

The equality B∗ = B∗
µ − TµB−1

µ �E = [
IN + Tµ�E

]−1 B∗
µ follows from (3.20). There-

fore the value of N (g(z)) is expressed through the value of N (z) according to the formula
(3.6). From Theorem 3.6 it follows that Â is (g, U)-invariant.
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Remark 3.12. From our consideration it follows that (3.20) can be written in the form

B−1
µ �E + �EB∗ = 0.

In particular, for dimN = 1, and Âµ �= ÂM (that is, EM − Eµ �= 0) we obtain

B−1
µ + B∗

M = 0. (3.21)

Taking into account Theorem 3.7 and Corollary 3.10, one deduces that the following
three conditions are equivalent:

1. Âµ �= ÂM ;

2. |BM | < 1;

3. |Bµ| > 1.

As before the inequalities above depend on the assumption that κ > 0. For κ < 0 we
would have opposite inequality signs.

4. Case dimN = 1

Let A be a (g, U)-invariant nondensely defined Hermitian contraction with dimN = 1
and such that Â ∈ �(A) is also (g, U)-invariant. Therefore Â is either Âµ or ÂM . Then
equation (3.7) takes the form

N (g(z)) = |B|2N (z) + T , z /∈ (−1, 1) (4.1)

where T ∈ R, T > 0. As was pointed out above (Corollary 3.10) |B| �= 1 if and only if
Âµ �= ÂM . If this condition is fulfilled, then from Theorem 3.7 it follows that |Bµ| > 1,
while |BM | < 1.

Assume now that there is a continuous group of unitary operators Ut , −∞ < t < ∞
such that for every t ∈ R the operator A is (gt , Ut)-invariant, where gt is a transformation
of the form (3.1) and κ depends on t , namely κ(t) = tanh t .

From N (gt1(gt2(z))) = N (gt1+t2(z)) and (4.1) we have |Bt1+t2 |2 = |Bt1|2|Bt2 |2.
Therefore, there exists p ∈ R such that

|Bt |2 = ept .

Theorem 4.1. Let A be a nondensely defined Hermitian contraction with dimN = 1
which is (gt , Ut)-invariant for all t ∈ R.

1. If Âµ = ÂM , then

Nµ(z) = NM(z) = 1

2
log

z − 1

z + 1
, z /∈ (−1, 1); (4.2)
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2. If Âµ �= ÂM , then there exists a real number ν, 0 < ν < 1, such that

Nµ(z) = 1

2ν

[(
z − 1

z + 1

)ν

− 1

]
, z /∈ (−1, 1), (4.3)

and

NM(z) = − 1

2ν

[(
z − 1

z + 1

)−ν

− 1

]
, z /∈ (−1, 1). (4.4)

Remark 4.2. The functions on the right-hand sides of equations (4.2)–(4.4) are holo-
morphic and single-valued in the whole complex plane with cut along the real axis from
−1 to 1. It is also clear that these functions belong to the Herglotz–Nevanlinna class.

Proof of Theorem 4.1. Let the operator A satisfy the condition of the theorem. Then
equation (4.1) takes the form

N (gt (z)) = eptN (z) + Tt , (4.5)

where −∞ < t < ∞, and p is a real number. From Corollary 3.10, it follows that
conditions p = 0 (that is, |B| = 1) and Âµ = ÂM are equivalent. From Theorem 3.7
and Remark 3.12, it follows that if Âµ �= ÂM , then p > 0 (that is, |Bµ| > 1 for t > 0)
if N = Nµ, and p < 0 (|BM | < 1 for t > 0) if N = NM .

We differentiate both sides of (4.5) at first with respect to z, then with respect to t ,
and put t = 0. The result is

d

dz

[
(z2 − 1)N ′(z)

] = pN ′(z).

Taking into account that N (z) → 0 as z → ∞, from the last equation we obtain that
N (z) is of the form

N (z) = C1 log
z − 1

z + 1
, p = 0, z /∈ (−1, 1),

or

N (z) = C2

[(
z − 1

z + 1

)ν

− 1

]
ν = p/2 �= 0, z /∈ (−1, 1). (4.6)

The constants C1 and C2 are obtained from the condition lim
z→∞(zN (z)) = −1. Thus

C1 = 1/2 and C2 = 1/(2ν). The condition 0 < |ν| < 1 follows from the fact that N (z)

has nonnegative imaginary part in the upper half-plane. For a fixed value of t , from (4.6)
we obtain

|B|2 =
(

1 + κ

1 − k

)ν

= e2νt .

Since |Bµ| > 1 for Âµ �= ÂM and 0 < κ < 1 (Theorem 3.7, Remark 3.12), we conclude
that in this case ν > 0 for Nµ. Finally, the statement that for Nµ and NM the values of
the parameter ν are of opposite signs follows from (3.21). This completes the proof. �
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Remark 4.3. From Theorem 3.6 and Corollary 3.10, it follows that the converse of
Theorem 4.1 is also valid. Namely, if A is a nondensely defined Hermitian contraction
with dimN = 1, and if Â ∈ �(A) such that the N-resolvent of Â is given by (4.2),
or (4.3), or (4.4), then the pair (A, Â) is (gt , Ut)-invariant for all t ∈ R. Moreover,
Â = Âµ = ÂM if the N-resolvent of Â is given by (4.2), Â = Âµ if the N-resolvent of
Â is given by (4.3), Â = ÂM if the N-resolvent of Â is given by (4.4).

It is easily seen that the function N (z) defined by (4.2) is representable in the form
(2.4) with

dσ(λ) = dλ/2, −1 < λ < 1,

and the functions defined by (4.3) and (4.4) are also representable in such form with

dσµ(λ) = sin (πν)

2πν

(
1 − λ

1 + λ

)ν

dλ, −1 < λ < 1,

and

dσM(λ) = sin (πν)

2πν

(
1 − λ

1 + λ

)−ν

dλ, −1 < λ < 1,

respectively.
Recall that the operator Â (respectively Âµ, ÂM ) is an operator of multiplication

by λ in the space L2((−1, 1), dσ ) (respectively, L2((−1, 1), dσµ), L2((−1, 1), dσM)).
Direct calculations show now that the operator E in the representation (2.1) is equal to
zero, if the N-resolvent of Â is given by formula (4.2), E = −ν, if the N-resolvent is
given by (4.3), and E = ν, if the N-resolvent is given by (4.4).

5. Example

Let H = L2(0, ∞) and let the operator H0 be defined by the differential expression

H0f = −d2f

dx2
+ ν2 − 1/4

x2
f (5.1)

for smooth functions f which have a compact support within (0, ∞). It is well known
that for ν ≥ 1 the operator H0 is essentially self-adjoint, and for 0 ≤ ν < 1 operator
H, the closure of H0, is a prime positive symmetric operator with index of defect (1, 1)

(see [22, 24]). In what follows we consider the case 0 ≤ ν < 1.
According to M. G. Kreı̆n [18], with any positive densely defined closed symmetric

operator H on a Hilbert space H one can associate a nondensely defined Hermitian
contraction A in the following way: The domain D of A is the set of all vectors h ∈ H

representable in the form

h = f + Hf, f ∈ D(H), (5.2)



158 Miron B. Bekker

and
Ah = f − Hf, (5.3)

where D(H) is the domain of H. The expression for A can be written in the form

A = (I − H)(I + H)−1. (5.4)

The operator H is recovered from A by the formula

H = (I − A)(I + A)−1.

Because H is not self-adjoint and closed, set D = D �= H. The dimension of its
orthogonal complement N = H � D is equal to the defect number of H.

Any element Â ∈ �(A) defines a positive self-adjoint extension H of H according
to the formula

H = (I − Â)(I + Â)−1. (5.5)

The extreme extensions Âµ and ÂM correspond to the Friedrichs extension HF and the
Kreı̆n extension HK respectively.

Define a unitary operator Ut , t ∈ R, on H by the formula

(Utf )(x) = e−t/2f (e−t x), x > 0.

It is easily seen that the operators Ut , t ∈ R, form a strongly continuous group. The
operator H0 satisfies the relation

UtH0U
∗
t = e2tH0

and, therefore, the operator H satisfies the same relation. This property follows from the
following general statement.

Lemma 5.1. Let H0 be a symmetric (not necessarily closed) operator on a Hilbert space
H with domain D(H0) and let H be the closure of H0. Suppose that a unitary operator
U and the operator H0 satisfy the following conditions:

UD(H0) = D(H0); (5.6)

UH0 = aH0U, a ∈ R, a �= 0. (5.7)

Then the operator H satisfies the same conditions.

Proof. Suppose that f ∈ D(H). This means (see, for example, [1]) that there exists a
sequence {fn}∞n=1, such that fn ∈ D(H0), fn → f , and Hfn(= H0fn) → Hf .

From conditions (5.6) and (5.7) it follows that Ufn ∈ D(H) and Uf = lim
n→∞ Ufn

(since U is a continuous operator). Also

a−1UHf = a−1 lim
n→∞ UHfn = lim

n→∞ HUfn.
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Therefore, lim HUfn exists and UHf = aHUf . In order to complete the proof, one
observes that (5.7) can be written in the form aU∗H0 = H0U

∗ and repeats the same
arguments. �

Lemma 5.2. Let H be a densely defined positive symmetric operator on a Hilbert space
H with domain D(H). Let U be a unitary operator on H such that conditions (5.6) and
(5.7) hold with a > 0, a �= 1. Let A be a nondensely defined Hermitian contraction
defined by formulas (5.2) and (5.3). Then A is a (g, U)-invariant with

g : z → g(z) = z − κ

1 − κz
, κ = a − 1

a + 1
.

Proof. From formulas (5.2) and (5.3) it follows that for h ∈ D and f ∈ D(H)

f = 1

2
(h + Ah), Hf = 1

2
(h − Ah).

Now, for a vector h given by (5.2), one gets Uh = Uf + UHf = Uf + aHUf . Since
Uf ∈ D(H), there exists h′ ∈ D such that Uf = (h′+Ah′)/2 and HUf = (h′−Ah′)/2.
Therefore Uh = (h′+Ah′)/2+a(h′−Ah′)/2 = (h1 −κAh1), where h1 = (1+a)h′/2,
and κ = (a − 1)/(a + 1). That is UD ⊂ (I − κA)D.

Conversely, if g = h − κAh, for h ∈ D, then g = (f + Hf ) − κ(f − Hf ) with
f ∈ D(H). Therefore

U∗g = U∗f + U∗Hf − κU∗f + κU∗Hf = (1 − κ)U∗f + 1 + κ

a
HU∗f

= 2

1 + a
U∗f + 2

1 + a
HU∗f ∈ D.

Thus UD = (I − κA)D with κ as in the statement. Similar calculations show that
UAh = (Ah1 − κh1). This completes the proof. �

The nondensely defined Hermitian contraction A obtained according to (5.4) with
H0 given by (5.1) and its closure H is defined by

(Ah)(x) = −h(x) + 2
√

xKν(x)

∫ x

0

√
τh(τ)Iν(τ )dτ

−2
√

xIν(x)

∫ x

0

√
τh(τ)Kτdτ, (5.8)

with the domain

D =
{
h ∈ L2(0, ∞) :

∫ ∞

0
h(τ)

√
τKν(τ)dτ = 0

}
, (5.9)

where Kν and Iν are modified Bessel functions. Formula (5.9) follows from (5.2) and
the fact that the orthogonal complement to the domain D is the set of those functions
ψ ∈ L2(0, ∞) that satisfy the differential equation

−d2ψ

dx2
+ ν2 − 1/4

x2
ψ = −ψ.
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Theorem 5.3. Let A be a nondensely defined Hermitian contraction defined by (5.2)
and (5.9), and let 0 < ν < 1. Then Âµ �= ÂM , and the N -resolvents Nµ(z) and NM(z)

of the operators Âµ and ÂM are given by formulas (4.3) and (4.4).

Proof. It is possible to perform further calculations directly using formulas (5.2) and
(5.9). We use another way based on the notion of the Weyl–Titchmarsh function of a
symmetric operator and its self-adjoint extension. Corresponding theorems are formu-
lated in the appendix.

For 0 < ν < 1 the domain operator HF , the Friedrichs extension of the operator
H, defined above, was described in many articles (see, for example, [16] and references
therein). The domain of this extension consists of all functions f ∈ L2(0, ∞) which
satisfy the following conditions:

1. f is absolutely continuous;

2. f ′ is absolutely continuous and f ′ ∈ L2(0, ∞);

3. −f ′′ + ν2 − 1/4

x2
f is in L2(0, ∞);

4. f (x)/x ∈ L2(0, ∞);

5. lim
x→0+ f (x) = 0.

In order to calculate the Weyl–Titchmarsh function MF (z) of this extension (we use
notation MF (z) for MH,HF

(z)), it is necessary to calculate RF (z)ϕi , where ϕi is the
defect vector of H, ϕi ∈ Ni , and RF (z) is the resolvent of the operator HF . In the
process of calculations, we use the formulas for integrals of products of Bessel functions
[5, Formulas (9) and (10) from Section 7.14], power series representation of Bessel
functions [5, Section 7.2] and formulas for asymptotic behavior of Bessel functions
(especially, [5, Formulas (1) and (2) from Section 7.13]). It is also assumed that for a
complex number z, its argument satisfies 0 ≤ arg z < 2π .

The defect vector ϕi is the solution of equation

−ϕ′′
i (x) + ν2 − 1/4

x2
ϕi = iϕi

which belongs to L2(0, ∞). It is given by

ϕi(x) = √
xH(1)

ν (
√

ix),

where H(1)
ν (ζ ) is the Hankel function of the first kind of order ν. In particular,

‖ϕi‖2 = 1

π cos (πν/2)
.
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If RF (z)ϕi = f , then the function f is in the domain of the operator HF and satisfies
the differential equation

−f ′′(x) + ν2 − 1/4

x2
f (x) − zf (x) = ϕi(x).

The function f from L2(0, ∞) which satisfies the last equation is given by the formula

f (x) = A
√

xH
(1)
ν (

√
zx) − √

xH
(1)
ν (eiπ/4x)

z − i
,

where A is a constant which depends upon an extension. For the Friedrichs extension
HF and for ν > 0, the conditions above give A = zν/2e−iπν/4 and

(RF (z)ϕi)(x) = e−iπν/4 zν/2√xH
(1)
ν (

√
zx) − eiπν/4√xH

(1)
ν (eiπ/4x)

z − i
.

According to (6.1), MF (z) = z + (1 + z2)(RF (z)ϕi, ϕi)/‖ϕi‖2. Now straightforward
calculations that involve the above mentioned formulas for integrals of products of Bessel
functions result in

MF (z) = cot
πν

2
− zν e−iπν

sin (πν/2)
. (5.10)

Now direct verification shows that the function from the right-hand side of (5.10) can
be written in form (6.2) with measure dσF (λ) defined as

dσF (λ) = 2

π
cos

πν

2

λν

1 + λ2
dλ.

Therefore, according to Theorem 6.2, the Friedrichs extension HF of the operator H is
unitarily equivalent to the operator of multiplication by independent variable in the space
L2((0, ∞), dσF (λ)): (HF g)(λ) = λg(λ) . In such representations, the defect subspace
Nz = [(H− z̄I )D(H)]⊥ is given by Nz = l.h.{(λ− i)/(λ− z)ξ : ξ ∈ C}. In particular,
the unit vector ϕ, ‖ϕ‖2 = 1 that generates the subspace N−1 = N is given by

ϕ =
√

1

ν
sin

(πν

2

) λ − i

λ + 1
, 0 < ν < 1.

Therefore

d(EF (λ)ϕ, ϕ) = 1

πν
sin (πν)

λν

(1 + λ)2
,

where EF (λ) is the resolution of identity of the operator HF .
Since according to (5.5) the N-resolvent Nµ(z) of the operator Âµ, the minimal

self-adjoint contractive extension of operator (5.2), can be written as

((I − HF )(I + HF )−1 − zI)−1ϕ, ϕ) = sin πν

πν

∫ ∞

0

(
1 − λ

1 + λ
− z

)−1
λν

1 + λ2
dλ,
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the previous formula after substituting λ by (1 − λ)/(1 + λ) yields

Nµ(z) = sin(πν)

2πν

∫ 1

−1

1

λ − z

(
1 − λ

1 + λ

)ν

dλ,

that is, coincides with (4.3). Consequently, the N-resolvent NM(z) of the largest self-
adjoint contractive extension ÂM of operator (5.2) is given by (4.4). This completes the
proof. �

For ν = 0, calculations similar to those from [6] were performed directly using
formulas (5.2) and (5.9). We are looking for a value of E from the block representation
(2.1) of Â such that ÂU∗(I − κÂ) = U∗(Â − κI). Such calculations result in Eµ =
EM = 0, and Nµ(z) = NM(z) is given by formula (4.2).

Now Theorem 2.4, Theorem 4.1, and Remark 4.3 give the following statement.

Theorem 5.4. Let A be a nondensely defined Hermitian contractive operator with do-
main D which is (gt , Ut)-invariant for all t ∈ R. Suppose that dimD

⊥ = 1. Then the
operator A is unitarily equivalent to the operator on L2(0, ∞) defined by (5.2) for some
ν, 0 ≤ ν < 1. Moreover, ν = 0 if and only if the operator A has only one self-adjoint
contractive extension.

6. Appendix

In this appendix, the notion of the Weyl–Titchmarsh function is defined and some im-
portant properties of this object are formulated. This information, in particular, provides
a functional model for a prime symmetric operator and its self-adjoint extension. For
detailed developments of the theory of the Weyl–Titchmarsh function and some appli-
cations, we refer readers to the articles [7, 9–11, 13–15, 20] and references therein.

Let H be a densely defined prime symmetric operator on a Hilbert space H with
domain D(H). We assume that the index of defect of H is (m, m) (m < ∞), and denote
by H a self-adjoint extension of H.

In what follows we use the notations Mz = (H − zI)D(H), Nz = M
⊥̄
z . Therefore,

Nz is the eigenspace of H∗ which corresponds to the eigenvalue z.
The Weyl–Titchmarsh function MH,H (z) of the pair (H, H) is an operator-valued

function whose values are operators on m-dimensional space Ni . The function MH,H (z)

is defined on the resolvent set ρ(H) of the operator H by

MH,H (z) = P(zH + I )(H − zI)−1|Ni
, (6.1)

where P is the orthogonal projection from H onto Ni .
From the spectral representation of H , one obtains that MH,H (z) can be written as

MH,H (z) =
∫

R

λz + 1

λ − z
dσ(λ). (6.2)
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The values of the nondecreasing function σ(λ) are operators on Ni , where

σ(λ) = PE(λ)|Ni
,

where E(λ) is the resolution of identity associated with H . We normalize E(λ) by
E(λ) = (E(λ + 0) + E(λ − 0))/2. It is evident that MH,H (z) is analytic on ρ(H),
particularly, for z �= 0, and from (6.2) it follows that MH,H (z) ≥ 0 for z ∈ C+.
Therefore, MH,H (z) belongs to the Herglotz–Nevanlinna class.

The function σ has the following properties:∫
R

dσ(λ) = INi
; (6.3)

∫
R

(1 + λ2)(dσ (λ)h, h) = ∞ for all h ∈ N(i), (6.4)

and σ(λ) = (σ (λ+0)+σ(λ−0))/2. Condition (6.3) is obvious, condition (6.4) follows
from the fact, that according to von Neumann’s formulas, for vector h ∈ Ni , h �∈ D(H).
Condition (6.3) provides a normalization condition for the Weyl–Titchmarsh function:
MH,H (i) = iINi

. From condition (6.4), it follows that points of growth of σ form a
noncompact set.

Some important properties of the Weyl–Titchmarsh function of the pair (H, H) are
summarized in the following statements.

Theorem 6.1. Let H and H̃ be prime symmetric operators with equal defect numbers
in Hilbert spaces H and H̃ respectively, and H and H̃ be their self-adjoint extensions.
Suppose that there is a unitary operator W : H → H̃ such that WH = H̃W and
WH = H̃W . Then there is a unitary operator W0 : Ni → Ñi such that W0MH,H (z) =
MH̃,H̃

(z)W0.

Therefore, Theorem 6.1 can be reformulated as follows:
If pairs (H, H) and (H̃, H̃ ) are unitarily equivalent, then there are bases with respect
to which matrices of their Weyl–Titchmarsh functions are equal.

The next theorem is the statement about realization. It provides the functional model
of the pair with prescribed Weyl–Titchmarsh function.

Theorem 6.2. Let F be a function whose values are linear operators on m-dimensional
space N, and which admits the integral representation

F(z) =
∫ ∞

−∞
λz + 1

λ − z
dσ(λ),

where σ(λ) is a nondecreasing function with values on the set of linear operators on N,
and which satisfies (6.3) and (6.4) (with N instead of Ni). Then there exist a Hilbert
space H̃, a prime symmetric operator H̃ with defect index (m, m), and its self-adjoint
extension H̃ in H̃, such that F(z) = MH̃,H̃

(z). If (Ĥ, Ĥ, Ĥ ) is another realization of F ,

then there is a unitary operator � : H̃ �→ Ĥ such that �H̃ = Ĥ�, and �H̃ = Ĥ�.
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The Hilbert space H̃ = L2(R, N, dσ ) is the set of functions f defined on the real line

R with values in N such that
∫

R

(dσ (λ)f (λ), f (λ))N < ∞. The operator H̃ is defined

by

D(H̃ ) =
{
f ∈ H̃ :

∫
R

(1 + λ2)(dσ (λ)f (λ), f (λ))N < ∞
}

and
(H̃f )(λ) = λf (λ).

The operator H̃ has domain

D(H̃) =
{
f ∈ D(H) :

∫
R

(λ + i)dσ (λ)f (λ) = 0

}
,

and
(H̃f )(λ) = λf (λ).

References

[1] N.I.Akhiezer and I.M. Glazman. Theory of linear operators in Hilbert space, Dover
Publications Inc., New York, 1993. Translated from the Russian and with a preface
by Merlynd Nestell, Reprint of the 1961 and 1963 translations, Two volumes bound
as one.

[2] Yu. M. Arlı̄ns′kiı̆ and Eduard Tsekanovskiı̆. Nonselfadjoint contracting extensions
of a Hermitian contraction and the theorems of M.G. Kreı̆n, Uspekhi Mat. Nauk,
37(1(223)):131–132, 1982.

[3] Yu. M. Arlinskiı̆ and Eduard Tsekanovskiı̆. Quasiselfadjoint contractive extensions
of a Hermitian contraction, Teor. Funktsiı̆ Funktsional. Anal. i Prilozhen., (50):9–
16, i, 1988.

[4] Gr. Arsene and A. Gheondea. Completing matrix contractions, J. Operator Theory,
7(1):179–189, 1982.

[5] G. Beı̆tmen andA. Èrdeı̆i.Vysshie transtsendentnye funktsii. Tom II, Izdat. “Nauka”,
Moscow, 1974. Funktsii Besselya, funktsii parabolicheskogo tsilindra, ortogonal-
nye mnogochleny. [Bessel functions, parabolic cylinder functions, orthogonal poly-
nomials], Translated from the English by N. Ja.Vilenkin, Second edition, unrevised,
Spravochnaya Matematicheskaya Biblioteka [Mathematical Reference Library].

[6] Miron Bekker. On non-densely defined invariant Hermitian contractions, Methods
Funct. Anal. Topology, 13(3):223–235, 2007.

[7] Miron Bekker and Eduard Tsekanovskii. On periodic matrix-valued Weyl–Titch-
marsh functions, J. Math. Anal. Appl., 294(2):666–686, 2004.

[8] Chandler Davis, W.M. Kahan, and H.F. Weinberger. Norm-preserving dilations and
their applications to optimal error bounds, SIAM J. Numer. Anal., 19(3):445–469,
1982.



On a Class of Nondensely Defined Hermitian Contractions 165

[9] William F. Donoghue, Jr. On the perturbation of spectra, Comm. Pure Appl. Math.,
18:559–579, 1965.

[10] Fritz Gesztesy and Eduard Tsekanovskii. On matrix-valued Herglotz functions,
Math. Nachr., 218:61–138, 2000.

[11] Seppo Hassi, Henk de Snoo, and Eduard Tsekanovskiı̆. Realizations of Herglotz–
Nevanlinna functions via F -systems, In Operator methods in ordinary and partial
differential equations (Stockholm, 2000), volume 132 of Oper. Theory Adv. Appl.,
pages 183–198. Birkhäuser, Basel, 2002.

[12] Seppo Hassi, Mark Malamud, and Henk de Snoo. On Kreı̆n’s extension theory of
nonnegative operators, Math. Nachr., 274/275:40–73, 2004.

[13] D.B. Hinton and A. Schneider. On the Titchmarsh–Weyl coefficients for singular
S-Hermitian systems, I. Math. Nachr., 163:323–342, 1993.

[14] D.B. Hinton and A. Schneider. On the Titchmarsh–Weyl coefficients for singular
S-Hermitian systems, II. Math. Nachr., 185:67–84, 1997.

[15] D.B. Hinton and J.K. Shaw. On Titchmarsh–Weyl M(λ)-functions for linear Hamil-
tonian systems, J. Differential Equations, 40(3):316–342, 1981.

[16] Hubert Kalf. A characterization of the Friedrichs extension of Sturm–Liouville
operators, J. London Math. Soc. (2), 17(3):511–521, 1978.

[17] V. Yu. Kolmanovich and M.M. Malamud. Extensions of sectorial operators and
dual pair of contractions, Vses. Nauchn-Issled Inst. Nauchno-Techn. Informatsii,
Moscow, VINITI(RZH Mat 10B1144):1–57, 1985.

[18] M. Krein. The theory of self-adjoint extensions of semi-bounded Hermitian trans-
formations and its applications, I. Rec. Math. [Mat. Sbornik] N.S., 20(62):431–495,
1947.

[19] M. Krein and I. Ovcharenko. Q-functions and sc-resolvents of nondensely-defined
Hermitian contractions, Siberian Math. J., 18(5):728–746, 1977.

[20] M.G. Kreı̆n and H. Langer. Über die Q-Funktion eines π -hermiteschen Operators
im Raume �κ , Acta Sci. Math. (Szeged), 34:191–230, 1973.

[21] M.M. Malamud. Extensions of Hermitian sectorial operators and dual pairs of
contractions, Soviet Math. Dokl., 39(2):253–259, 1989.

[22] M.A. Naı̆mark. Lineinye differentsialnye operatory, Izdat. “Nauka”, Moscow, 1969,
Second edition, revised and augmented, With an appendix by V. È. Ljance.

[23] Yu. L. Shmul′yan and R.N. Yanovskaya. Blocks of a contractive operator matrix,
Izv. Vyssh. Uchebn. Zaved. Mat., (7):72–75, 1981.

[24] Joachim Weidmann. Spectral theory of ordinary differential operators, volume
1258 of Lecture Notes in Mathematics. Springer-Verlag, Berlin, 1987.


