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Abstract

Nonnegative definite Lyapunov functions are employed to obtain sufficient condi-
tions that guarantee boundedness of solutions of a nonlinear differential system.
Also, sufficient conditions will be given to insure that the zero solution is exponen-
tially and asymptotically stable. Our theorems will make a significant contribution
to the theory of differential equations when dealing with equations that might con-
tain unbounded terms. The theory is illustrated with several examples.
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1. Introduction
For motivational purpose, we consider the scalar linear initial value problem

x=—a)x()+g), t>0,
x(to) = x0, 1t =0,

(1.1)

where a and g are continuous in ¢t with a(z) > 0, > 0. By the variational of parameters
formula

" a(s)ds ! 't
x(t) = xpe Jig @) -I—/ g(u) e~ Jua®ds gy (1.2)

fo
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Thus, if
1t
‘f g(u) e s gyl < M, 1> 19> 0
0]

for some positive constant M, then expression (1.2) implies that all solutions of Eqn.
(1.1) are uniformly bounded. Then, it is reasonable to ask if the same can be done for
nonlinear scalar or vector equations of the form

X =—a()x(t)+g,x), t=>0,

(1.3)
x(to) = x0, to >0,

where a(t) is continuous in ¢ with a(¢) > 0, and g(z, x) is continuous in ¢ and x,
t > to > 0. The answer is of course yes. Indeed, one gets the variational of parameters
formula

t t t
x(t) = xoe_ffoa(s)ds +f g(u, x(u)) e~ Jua®ds gy (1.4)

0]
But expression (1.4) hardly gives any information about the boundedness of solutions of
Eq. (1.3) unless we assume that

g, x)| =A@, 1=0, (1.5)

where A(¢) is continuous. Moreover, by making the assumption that
t .
/ IA(u)| e h @9 gy < M
fo

for some positive constant M, one concludes that all solutions of Eqn. (1.3) are uniformly
bounded. For more on this discussion, we refer the reader to [10,12]. Condition (1.5) is
very restrictive since the function g(#) is bounded above by a function of 7. In this paper,
we are interested in dynamical systems that are similar to Eqn. (1.3) with the function
g(t, x) satisfying the less restrictive growth condition

g, ) = [ADOIxOI" +h(1), =0, (1.6)

where A(t), h(t) are continuous, unbounded and n is a positive rational number. To
better illustrate our point, we consider Eqn. (1.3) along with (1.5) with n = 1. Now, we
consider the Lyapunov function V (x) = x2. Then along solutions of (1.3) we have

V/(x) < =2a(0)x*@) + 2|A @) |x2 (1) + x2@) + 2 (1)
= (=2a(t) + 2|L ()| + Dx2@) + k%), (1.7)

1
where /() may be unbounded. If a(¢) > > 4+ |A()| and if we let a(t) = 2a(t) —
2|A(t)| — 1, then inequality (1.7) is equivalent to

V/(x) < —a(t)V(x) + k(). (1.8)
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From (1.8), we easily obtain the variation of parameters inequality

t t t
x(1)] < |xole” 0 ®©% +/ h2(u) e Ju@®s gy (1.9)

fo
Thus, the solutions are uniformly bounded provided that

t t
/ hz(l/l) e_/” ot(s)ds du‘ S M
1o

for some positive constant M. We note that (1.9) is a major improvement over (1.4) and
consequently (1.5). Inequality (1.9) was easily obtained due to inequality (1.8). The
question is, what if instead of (1.8), we have the differential inequality

V/(x) < —a(®)W () + h2(@1), W(x) # V(x) for x # 0. (1.10)

Here « : [0, 00) — [0, 00) is continuous and W : [0, c0) — [0, 00) is continuous with
W(0) = 0, W(r) is strictly increasing, and W (r) — oo as r — oo. Such a function is
called a wedge.

In the case that h> (t) of (1.10) is bounded by some positive constant, then solutions of
(1.3) are bounded. For areference, we ask the reader to see [1, page 9-13], [4-6,8,12,13]
and the references therein. In the last five years, fixed point theory is being used to
overcome some of the difficulties that one may encounter using Lyapunov functions or
functionals. One of the major hurdles when using the Lyapunov function method is the
fact that a(#) may not be big enough in the negative way so that a condition similar to
(1.8) or (1.10) is satisfied. As we shall see in Section 4, our results will offer a better
alternative than the alternative of fixed point theory. Thus, this paper will offer new and
powerful theorems that will significantly advance the theory of existence of solutions in
differential equations and their exponential decay to zero in the case where the differential
equation in consideration has unbounded terms including unbounded forcing terms. Our
motivation is to use the negative magnitude of «(¢) to offset the unboundedness of the
term /(¢), and then arrive at new variational of parameters inequalities that will serve as
upper bounds on all the solutions of (1.3).

For illustration purpose, we write (1.3) as

X=—a®x(®)+g,x)+ f@), t=0,

(1.11)
x(to) = x0, 1 >0

where a, f and g are continuous with a(¢) > 0, > 0 and f(¢) is unbounded. By
displaying a suitable Lyapunov function, one may arrive at the inequality

Vi(x) < —a(®)W(x) + M, (1.12)

where M is a constant. But, this will put so much weight on the size of —a(¢), which
makes it impossible for —«(#) < Otohold forall# > 0. As we shall show in Example 3.1,
the condition —« () < 0 may not hold for all # > 0, for the right choice of f(¢) and a(¢)
despite the fact that a(¢#) might be unbounded.

Currently, the author is extending the content of this paper to functional differential
equations with bounded or unbounded delays.
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2. Boundedness and Exponential Asymptotic Stability

In this section we use nonnegative Lyapunov type functions and establish sufficient
conditions to obtain boundedness results on all solutions x of the dynamical system

x=f(t,x), t=0, 2.1
subject to the initial conditions
x(to) = xo, o >0, xgeR", (2.2)

where x € R", f : Rt x R" — R" is a given nonlinear continuous function in ¢ and
x, where t € R™. Here R” is the n-dimensional Euclidean vector space, R™ is the set
of all nonnegative real numbers, ||x| is the Euclidean norm of a vector x € R". Also,
in the case f(¢,0) = 0, we obtain conditions that insure the zero solution of (2.1) and
(2.2) is exponentially asymptotically stable. For more on boundedness and stability, we
refer the interested reader to [3,7,9, 10, 14]. In the spirit of the work in [11, 12], in
this investigation, we establish sufficient conditions that yield all solutions of (2.1) and
(2.2) are uniformly bounded. We achieve this by assuming the existence of a Lyapunov
function that is bounded below and above and that its derivative along the trajectories of
(2.1) to be bounded by a negative definite function, plus a positive continuous function
that might be unbounded. From this point forward, if a function is written without its
argument, then the argument is assumed to be 7.

Definition 2.1. We say that solutions of system (2.1) are bounded, if any solution
x(t, ty, x9) of (2.1) and (2.2) satisfies

1%, 10, x0)l| = € (11xoll, 10) forallt = 1o,

where C : R™ x Rt — R™ is a constant that depends on o and xo. We say that solutions
of system (2.1) are uniformly bounded if C is independent of 7.

Definition 2.2. Wesay V : R” — R™ is a “type I’ Lyapunov function on R" provided

V) =Y Vitx) = Vitx) + ... 4 Valxa),
i=1

where each V; : Rt — R is continuously differentiable and V;(0) = 0. If x is any
solution of system (2.1) and (2.2), then for a continuously differentiable function

V:RT xR" - RT,
we define the derivative V' of V by

V(1. x) = BV(Z X) Z 8V(t x) £ 1),
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In [12], the author proved the following theorem.

Theorem 2.3. [7] Let D be a setin R”. Suppose there exists a type I Lyapunov function
V :R" x D — R that satisfies

Mlx||P < V(¢ x) < xl|x]|? (2.3)
and
V'(t,x) < —Asllx||” + L (2.4)

for some positive constants Ay, A2, A3, p, g, r and L. Moreover, if for some constant
y > 0 the inequality
V(t,x) =MVt x) <y

holds for M = x3/A%/?, then all solutions of (2.1) and (2.2) that stay in D satisfy
17 My + L3
<! A q —] b
||X||_{M} [ 2|xo0l|* + i

for all + > ty. In this paper we are interested in proving similar theorems, where the
constant L in (2.4) is replaced by a continuous function B(¢), where B(¢#) might be
unbounded. Thus, we have the following theorem.

Theorem 2.4. Assume D C R" and there exists a type I Lyapunov function V : D —
[0, 00) such that for all (¢, x) € [0, c0) x D:

W(lxID < Vx) < (lx), (2.5)
Vi, x) < —a@®)Y(x]) + B@), (2.6)
V) — v (VX)) <y, 2.7)

where W, ¢, ¢ are continuous functions such that ¢, ¥, W : [0,00) — [0, 00),
o, B : [0,00) — [0, 00) and continuous in ¢, ¥, ¢ and W are strictly increasing, y
is nonnegative constant. Then all solutions of (2.1) and (2.2) that stay in D satisfy

t

lx(@)]] < W‘I{V(to,xo)e‘f%“‘”d“ +/ (ya(u) + ,8(u)> o [t as)ds du}

o
for all > 1.

Proof. Let x be a solution to (2.1) and (2.2) that stays in D for all + > ty > 0. Consider
d

dt (efltoa(S)dSV(t’x) - [V/(t,x) +a(t)V(t,x)]efz;a(s>ds

< (—e@YUx®I + B0 +aOV (@, x)en O, by 2.6)
< (- ey @ V@0 + O +aV @, 0))eh O
= [« (Ve = 0@ (V@ 00) + B0 [h O, by @25)

< ()/oz(t) + ﬂ(t))efrf)“(s)"s, by (2.7).
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Integrating both sides from #( to ¢ with xo = x(#p), we obtain, for ¢ € [19, 00),

t
a(s)ds

V(t,x)ef’f0 < V(to,x0)+f

fo

(vaw +pw) e au.

It follows that
t

Vit,x) < V(IO,XO)e_ffi)a(s)ds_{_/ (yoe(u)—l—ﬁ(u)) eff;a(s)ds du

]

for all ¢ € [tp, 00). Thus by (2.5), we arrive at the formula

@I = W—l{(v(to’x())e—f,:)a(s)ds +/

fo

t

(ya(u) + ,8(u)> ¢~ Juatsds du}
for all ¢+ > #9. This concludes the proof. [ |

We now provide a special case of Theorem 2.4 for certain functions ¢ and .

Theorem 2.5. Assume D C R" and there exists a type I Lyapunov function V : D —
[0, c0) such that for all (¢, x) € [0, c0) x D:

IxI” <V, x) < x|, (2.8)
Vit x) < —a@)|lx]]” + B(@), (2.9)
Vit,x) =V, x) <y, (2.10)

where «(f) and B(¢) are nonnegative and continuous functions, p, g, r are positive
constants, y is nonnegative constant. Then all solutions of (2.1) and (2.2) that stay in D
satisfy

t

<y°‘(”) + ﬂ(u)) o= Jua($)ds du}l/p
(2.11)

[lx(@)|| < {V(to,xo)e_ft;“(s)ds +/

0]

for all ¢ > ¢.

Proof. Let x be a solution to (2.1) and (2.2) that stays in D for all # > 79 > 0. Consider
d t
E(efro a(s)ds Vi, X)> = [V’(l, x)+a@®)V(, x)]effo a(s)ds
< < —a@®)|x|" + B(t) + a()V(z, x)>ef,0 a(s)ds.

From condition (2.5) we have ||x||¢ > V (¢, x), and consequently —||x||” < —V'/9(z, x).
Thus, by using (2.7) we get
d
dt

a(s)ds

(ef%"‘“)ds\/(z, x)) < (a(t)(V(t, xX) = V793, x)) + ﬁ(z))ef%
< (a(t)J/ I ﬁ(t))effg"(”ds.
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By integrating both sides from 1y to ¢, the rest of the proof follows along the lines of the
proof of Theorem 2.4. This concludes the proof. [

The next theorem is an immediate consequence of Theorem 2.5 and hence we omit
its proof.

Theorem 2.6. Assume D C R" and there exists a type I Lyapunov function V : D —
[0, co) such that for all (¢, x) € [0, c0) x D:

Ix|I? <V, x), (2.12)
V'(t,x) < —a(t)VI(t, x) + B(1), (2.13)
Vt,x)— Vit x) <y, (2.14)

where «(f) and B(¢) are nonnegative and continuous functions, p, g are positive con-
stants, y is nonnegative constant. Then all solutions of (2.1)—(2.2) that stay in D satisfy

t

(V"‘(”) + ﬂ(u)) o~ Jua(s)ds du}l/p
(2.15)

NG {V(ro,xo)e‘f%“@ds +/

1o

for all + > 9. From formula (2.11) we deduce a wealth of information regarding the
qualitative behavior of all solutions of (2.1) and (2.2). But first, we make the following
definition.

Definition 2.7. Suppose f(z,0) = 0. We say the zero solution of (2.1), (2.2), tp > 0,
xo € R", is a-exponentially asymptotically stable if there exists a positive continuous
t

function «(¢) such that / a(s)ds — oo as t — oo and constants d and C € R such

I
that for any solution x(z, (;0, xp) of (2.1), (2.2)

' d
Ix(t, 10 50) 1 = €(Ilxoll. 10) (¢ 0 “C® )" forall € [1, 00).

The zero solution of (2.1) is said to be «-uniformly exponentially asymptotically stable
if C is independent of 7.

Corollary 2.8. Assume either of the hypothesis of Theorem 2.5 or Theorem 2.6 hold.
i) If
! t
/ (ya(u) n ﬁ(u)) e fu¥ds gy < Mt > 10> 0 (2.16)
fo

for some positive constant M, then all solutions of (2.1) and (2.2) are uniformly
bounded.
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i) If
f(0)=0,

t u
/ (Va(u) + ﬁ(u)> o O gy < m (2.17)
fo

for some positive constant M, and
t
/ a(s)ds — o0 as t — oo forall r > 1, (2.18)
fo

then the zero solution of (2.1) is «-exponentially asymptotically withd = 1/p.

Proof. Let x be a solution to (2.1), (2.2) that stays in D for all t > ty5 > 0. Hence the
proof of i) is an immediate consequence of inequality (2.16). For the proof of ii), we
consider the inequality from the proof of Theorem 2.4

t

V(t,x)efz;a(s)ds < V(IQ,XO)—I—/ <ya(u)+ﬂ(u)> eftgot(s)ds du

1o
for all ¢ € [ty, 00). This yields

t

Vit,x) < [V(to,xO)—|—f <V05(M)+,3(u)> ef,ga(s)ds du]e—ftga(s)ds

0]
for all ¢ € [ty, 00). Using (2.5) we have

t

" a(s)ds Up _1 1 wis)ds
[lx(@)|| < [V(to,xo)—l—/ ()/Ol(u)+/3(u)) efzo (s)d du] Pe 5o (5)ds

fo
This concludes the proof. [
Remark 2.9. If f(z,0) # 0and (2.17) and (2.18) hold, then all solutions of (2.1) decay
exponentially to zero.

3. Examples

In this section we give three examples as application to our theorems, where at times,
we consider B(¢) to be unbounded.

Example 3.1. For a(t) > 0, we consider the scalar semi-linear differential equation

X = — (a(t) + %) x+b0)x'"P +h(t), xt)) =x0, t>10>0. (3.1
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Let V(t,x) = x2. Then along solutions of (3.1) we have

V/(t, x) = 2xx’

S— (a(t) + %) x2 +2b)x*3 + 2xh (1)

5—2Qnﬂ+%>x?+mmwu”3+x?+ﬁay (3.2)

To further simplify (3.2), we make use of Young’s inequality, which says for any two
nonnegative real numbers w and z, we have

DA L L
— +—, with—+—=1.
wz < — 7 with - 7
Thus, for e = 3/2 and f = 3, we get
1 (x4/3)3/2
26 |x*3 < 2[—bt3 —]
@) |x™" < 3,I()I-I- 32

2 2 3

By substituting the above inequality into (3.2), we arrive at

Vit x) < —2a(t)x2+%|b(t)|3+h2(t)
= 3
= —a()x*+ @),

2
where a(t) = 2a(t) and B(t) = §|b(t)|3 + hz(t). One can easily check that conditions
(2.8)—(2.10) of Theorem 2.5 are satisfied with p = g = r = 2andy = 0. Leta(t) = t/2,
b(t) = '3 and h(t) = t'/?. Then condition (2.16) implies that

t . 5 [t . 5
/ (ya(u) —I—,B(u)) e @ ®ds gy = —f ue st gy < =
fo 3 fo 3
t >ty > 0. Hence, condition (2.16) is satisfied, which implies that all solutions of

7
x’=—(§+6>x+t”3x”3+t1/2, x(t)) =x0, t>1>0 (3.3)

1
are uniformly bounded. On the other hand, if we let a(r) = X b(t) = e‘gt and
2
h(t) =0,t > t9 > 0and k > 1, then we have a(r) = 1 and B(¢) = Ze ™ One can
easily see that conditions (2.17) and (2.18) are satisfied, and hence the zero solution of

5 k
/ 1 1/3

X :—§x+e_3 , x(fo) =x0, 1 =1 =0 (3.4)

is 1-exponentially asymptotically stable.
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Next, for the sake of comparison, we will use the same Lyapunov function and the
same values for a(t), b(¢) and h(t), as in Example 3.1, and try to get a differential
inequality similar to (1.8) where the condition —«/(#) < 0 will not hold for all # > 0.

Suppose |b(t)| < p1(t)q1 and |h(t)| < pa(t)g2 for some positive unbounded func-
tions p1(t), p2(t) and positive constants g1 and ¢>. Let V(z, x) be as in Example 3.1.
Then along the solutions of (3.1) we have

’ . z 2 4/3
Vit,x) < =2(a() + g )X+ 2p1()q1x™" + 2pa()g2|x(1)]
7
<-2 (a(t) + 6) X +2p1 O + p3(0)x* (1) + g3
Also, by making use of Young’s inequality, we have

4 2
21 (g < gpf/zmﬁ + 341

With this in mind, we have

7 4 2
V/(t,x) < [—2a<t) RNV IORS p%(t)] () + 347 +43
< —a(®x* (1) + M,
_ T 4 3p 2 250 5. »
where a(t) = 2a(t) + 37 §p1 (t)—p5(t), and M = gql + g5 1s a positive constant.

Leta(t) =1/2, b(t) = t'/* and h(t) = 1'/%. Then

1) =2a(t) + - — — 1) —pit)=-—-t1?2 <0
() a()+3 371 (1) — p5(1) 373 <

7 7
fort > % Thatis, —a(¢) > O fort > %

Thus, condition (1.12) cannot hold. We conclude that the current available literature
which makes use of conditions similar to (1.8) cannot be applied to our example. Yet,
according to our theorems, the solutions are uniformly bounded. [

In Example 3.1, condition (2.10) did not come into play, which was due to the fact
that r = ¢ = 2. In the next example, we consider a nonlinear system in which condition
(2.3) naturally comes into play.

5
Example 3.2. Let D = {x € R : ||x|| > 1}. For a(t) > I and continuous A (1),

consider the nonlinear differential equation

X' =—a®)x> +bOxP+h@), t>0, x©0) =1.
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Consider the Lyapunov functional V (7, x) : R* x D — RT such that V (¢, x) = x2.
Then along solutions of the differential equation we have

V' = 2xx’
= —2a(t)x* + 2b()x*? + 2xh (1)
< —2a(®)x* +2|b(0)|x*3 + 2|x||h (@) (3.5)
Using Young’s inequality with e = 3 and f = 3/2, we get
4
X 2
x|31b(1)] < = + Z b)Y
3 3
By a similar argument we have

X4 3|h|4/3
2 h(t)] < —
xlh@ = =+ —

Hence

4/3
Vit x) < (—Za(t) + g) o %Ib(t)l”2 + —3|h2|
= —a(nx* + B(1),

3h(t)|*>

where (1) = 2a(t)— > and B(t) = gIb(t)l3/2+
B 6 3 2

and r = 4. Thus, forx € D

.Hence, wehave p =g =2

V(t,x) — V"7, x) = x*(1 —x?) < 0.
Thus, condition (2.3) is satisfied for y = 0. Thus, by inequality (2.11) we have

lx(®)]] < {e—/,;(za(s)_%)ds
t s
to 3 2

for all ¢ > ¢.

We see that if the right side of the above inequality is uniformly bounded, then all
solutions that are in D are bounded. As a matter of fact, we have that every solution x
with x(¢) € D satisfies

1 < [x@)]

t 4/3 1/p
< {e—ftO(Za(s)—g)ds +/’ (%Ib(u)lw N 3|h(b£)| / ) o= JuCa(s)=3)ds du} ’
0]

(3.6)

for all ¢ > ¢.
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t 5
Let a(t) = = + =, b(t) = t*/*> and h(r) = 1*/*. Then inequality (3.5) implies that

all solutions of the nonlinear differential equation

t 5
X = — (5 + g) x4 LB i) =1, 121920

satisfy

13,172
1< |x(0)] < {1+€} forall 1 > 1o,

As an application of Theorem 2.6, we furnish the following example.

Example 3.3. Let D = {(y1, y») € R? : y% + y% > 2}. For a(t) > 0, consider the
following two dimensional system

/ yihi(t)
yi=y2—a@®y |yl +
! 14y
/ y2ha(1)
vy = —=y1 —a()y2|y2| +
2 1+y%

vi(to) = a1, y2(to) =by for 10 >0

1
such that a? 4+ b} = 2. Let us take V (z, y;, y2) = E(yl2 + y3). Then

yhi(t)  ysha(t)
2 + 2
< —a@®) (IyiP + 1y21) + (h1 ()] + |h2(D)])

V'(t, y1, y2) = —a®)y? |yil — a@)y3 |y2| +

B 3 3
— _2a(1) % + %} + (h O]+ ()
- 232 5.3/2
— _2a(1) (|y1|2) + ('”'2) } + (hi O]+ ()

—2a(t) (In11* + 1y212) 2 27372 + (I ()] + 1ha ()]
= —2a(t)V3/2(t, y1, y2) + B(2),

. . a—+b ! a b
where we have used the inequality 5 < 5 + > a,b > 0,1 > 1. Thus, we
have that p = 1 and ¢ = 3/2. To verify (2.19), we note that for y = (y{, y2) € D, we
have

2 2 2 2\1/2
V) - Vi =1 O+ 3) ) <o.

2 V2
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Hence, for y = 0, « = 2a(t) and B(t) = (|h1(t)| + |h2(2)|, all the conditions of
Theorem 2.6 are satisfied. We conclude that all solutions of the above two dimensional
system that are in D satisfy,

t
2=<|y®l = {2e_fto(2‘1(5))ds +/

fo

t

t 1/
<|h1(u)| 4 o)) e Ju2a()ds du} g

for all ¢ > 1.

4. Comparison

Recently, fixed point theory has been revived to alleviate some of the restrictions on
the coefficient «(¢), or a(¢) in (1.11). When using Lyapunov function of functionals
method, the condition that a(¢) > 0 for all t > #( is a pointwise condition. In several
papers, Burton used fixed point theory to study the stability of the trivial solution and
boundedness of solutions of functional differential equations. The purpose was to relax
the pointwise condition on a(¢) and replace it with a weaker condition which is the

t
average / a(s)ds > 0. In particular, Burton and Furumochi, [2], used the contraction
0

I
mapping principle and showed that under certain conditions, all the solutions of the delay
differential equation

X =—a®)x@)+bt)gxt —h)+ f@), t=0, (4.1)

are bounded. They make the remark that regular Lyapunov functional arguments will not
work unless the functions a(t), b(t), and f(¢) are bounded. For the sake of comparison,
we consider the nonlinear differential equation

X =—a®)x() +b)gx(®) + f(), =0,

4.2)
x(to) = x0, 1t >0,

where all functions are continuous on their respective domains. We adjust [2, Theorem
9.1], which is about the solutions of (4.1) so that it can be applied to (4.2) and then
compare it with our results. First we make the following assumptions. Suppose there
are positive constants M, L, K, u with

t t
f o~ Ll awdu| £ (5)\ds < M, (4.3)
0
t t
/ e~ s awdup oy gg < I (4.4)
0
lg(x) — g =< ulx —yl, 4.5)

uLK + M +1 < K, (4.6)
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and for each #; > 0 and ¢ > 0 there exists , > #; such that # > f, implies

'
. a(u)du <

e~ Joatan _ o ang e_ff 4.7

Theorem 4.1. If (4.3)-(4.7) hold, then all solutions of (4.2) are bounded for large .

The proof of Theorem 4.1 follows along the lines of the proof of [2, Theorem 9.1]
and hence we omit it. Instead, we make the following observations.

1) In relation to equation (3.3) we have g(x) = x% and f(t) = t%. One can easily

see that our g(x) cannot satisfy condition (4.5). Actually, g(x) = x3 is not even
differentiable at x = 0.

2) Condition (4.6) implies that L < 1 which may restrict the type of functions g
that can be considered.

3) Our method will not work unless we ask that a(z) > 0 for all ¢ > ¢, a condition
t

that Burton replaces with an averaging one / a(u)du.
]

In conclusion, if we consider equations that are similar to (1.11), then our methods
in this paper will handle cases when the function f is unbounded provided that the
coefficient a(¢) is large enough in the negative way and when g is not Lipschitz. Thus,
we have shown that our results improve the existing results in the literature when using
the traditional way by constructing a suitable Lyapunov function or functional.
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