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Abstract

The renowned Jensen inequality is established on time scales as follows:

(ff h<s>|g<s>As) 2 1h(s)|F(g(s))As
f b S b b
2 |h(s)|As I 1h(s)|As

if f, g andh satisfy some suitable conditions.
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1. Introduction

The Jensen inequality [9] is of great interest in differential and difference equations, and
other areas of mathematics. The original Jensen inequality is as follows:
If g € C([a,b], (c,d)) andf € C((c,d),R) are convex, then

; (f;’g<s>ds> < Ja Flg())ds
b—a b—a

Many authors have dealt with this renowned inequality, see, for example, Agarwal et
al. [1] and the references therein. The Jensen inequality has been extended to time
scales by Agarwal, Bohner, and Peterson as follows (see [1, 3]):

Theorem 1.1. If g € Cyy4([a, b], (c,d)) andf € C((c, d),R) are convex, then

; (fjbg(_sms> . fabf;g_(s))As.

The purpose of this paper is to generalize Theorem 1.1 to a more general case. For
related results, we refer to [4, 8, 9].

Now, we briefly introduce the time scales calculus and refer to Aulbach and Hilger
[2] and Hilger [6] and the books [3, 7] for further details.

By a time scalél' we mean any closed subset®vith order and topological struc-
ture present in a canonical way. Since a time s@aheay or may not be connected, we
need the concept of jump operators.

Definition 1.2. Lett € T, whereT is a time scale. The two mappings
o, p: T—R

satisfying
o(t) =inf{s € T|s > t}, p(t) =sup{s € T|s <t}

are called the jump operators. dft) > t, t is right-scattered. Ip(t) < t, t is left-
scattered. & (t) = t, t is right-dense. Ip(t) = ¢, t is left-dense.

Definition 1.3. A mappingf : T — R is said to be rd-continuous if it satisfies the
following two conditions:

(A) fis continuous at each right-dense point or maximal elemefit of

(B) the left-sided limitlim f(s) = f(¢™) exists at each left-dense poindf T.
s—t—

Throughout this paper, we suppose that

(@) R = (—o00,+00);
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(b) T is atime scale;
(c) aninterval means the intersection of a real interval with the given time scale;

(d)
Crq(T,R) :={f| f: T — R is an rd-continuous functign

(e)
T T — {m}, if T has a left-scattered maximal point
" T, otherwise

Definition 1.4. If f : T — R, thenf? : T — R is defined by

forallt € T.

Definition 1.5. Assumer : T — R and fixt € T*. We definez®(¢) as the number
(provided it exists) with the property that given any 0, there is a neighborhodd of
t such that

[z(o(t) — 2(s)] = 22(B)[o(t) — s]| < elo(t) - 5],
forall s € U. Herez(t) is said to be thelelta derivative of z att.
It can be shown that it : T — R is continuous at € T andt is right-scattered,
then
pay = Ao) — o)

o(t)—t

Definition 1.6. A function F : T — R is an antiderivative of : T — R if F2(t) =
f(t) forall t € T". In this case, we define the integral pHby

[ 1) ar=F®) - F5)

fors,t € T.

2. Main Result
To establish our main result, we need the following lemma which is [5, Exercise 3.42C].

Lemma 2.1. Let f € C((c,d),R) be convex. Then, for eache (¢, d), there exists
a; € R such that

flx)—ft) > a(x—1t) forall =z € (cd).

If f is strictly convex, then the inequality sign>" in the above inequality should be
replaced by %”.
We are in a position to state and prove our main result.
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Theorem 2.2. (Jensen’s inequality on time scaled)et g € C,4([a,b], (c,d)) and
h € Cry([a,b],R) with
b
/ |h(s)|As > 0,

wherea,b € T andc,d € R. If f € C((c,d),R) is convex, then

(f;’ rh<s>|g<s>As> [0 10(s)|f(g(s)) As
f b S b .
J2h(s)As 12 1n(s)|As

If f is strictly convex, then the inequality sigrc” in the above inequality should be
replaced by ”.

Proof. Since f is conve, it follows from Lemma 2.1 that for ea¢he (c,d), there
existsa; € R such that

f(@) = £(t) > a(w — 1)
forall x € (c,d). Let
o J 1h(s)lg(5)As
I Ih(s)|As

Thus,
/ Ih(s)1F(g(s))As — (/ b e)las) £ (f: f‘hfh)(‘iﬁf)
= [ mensanas— ( [neas) s
= [ ) - s
> [ I - s
ar b la(s)As — ¢ / b|h<s>|As}
=] [ o185~ [ ot}
— 0,
which completes our proof. [ |

LettingT = R or T = Z in Theorem 2.2, we have the following two corollaries
which improve [8, Theorems 2 and 3 on p. 109], respectively.
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b
Corollary 2.3. (T = R) Letg,h : [a,b] — R be integrable with[ |h(z)|dz > 0. If

f € C((c,d),R) is convex, then ‘

; (ff !Mx)\g(x)dx) _ L) (o)
fv@)dz ) = h()lde

whereg([a, b]) C (c,d).

Corollary 2.4. (T = Z) Let f be a convex function. Then for any, z,, ..., z, and

01,02,...,cn€ZWichck > 0,

=1
n n
> kT > enf(xy)
k=1 k=1
f n < n
> Ck >k
k=1 k=1

Remark 2.5. If the condition “f is convex” is changed intof*is concave”, then the
inequality signs of the conclusions in the above theorems and corollaries should be
replaced by >".

Remark 2.6. Let g(t) > 0 on[a,b] and f(t) = t* on [0, +oc0) in Theorem 2.2. It is
clear thatf is convex on0, +oo) for « < 0 ora > 1, andf is concave ono, +oo) for
a € (0,1). Therefore,

if a<0 or a>1;

(ff |h<s>rg<s>As)‘“ _ L1hs)lg*()As
Pialas ) = [Pias)las

(fa |h<s>|g<s>As) > Lo PPONT )85 e ¢ o).

Pias)as ) = [Pias)As

Remark 2.7. Let g(¢) > 0 on|a,b] and f(¢) = In(¢) on (0, +o0) in Theorem 2.2. Itis
clear thatf is concave orf0, +occ). Therefore,

in (ff 'h<8>|9<s>As> _ 210 mg(s)As
b > - ‘
Jo [h(s)|As 7 1h(s)|As



118 Fu-Hsiang Wong, Cheh-Chih Yeh and Wei-Cheng Lian

3. Applications

Applying Jensen’s inequality (Theorem 2.2), we have the following three theorems.

b
Theorem 3.1.Let p,h € Cyq([a,b],[0,00)) with /p(s)h(s)As > 0 and

b
/ Z&As > 0. Then

h(s)
Jo B Wk(sDAs [T p(s)h(s) h<s>>As
I %AS f p(s) '
Proof. Since f(xz) = —In(x) is strictly convex, it follows from the Jensen inequality
(Theorem 2.2) that
(f p(s h(ls)A‘S) Ji p(s 7)As
S p(s)As f p(s |
That s,
—ln< abigAs> —fp As
Ji p(s)As Ji pls ’

which implies

Thus,
b b
s)As As
Lpeds <fa p( ) )
fa h(s)AS f p
Similarly,

Lph(As _ Jps)h(As <ffp<s>h<s> n <h<s>>As>_
ffp(s)As fa p(s )( )(S)As f:p(s)h(s)As

It follows from this and Jensen’s inequality with respect to the strictly convex function
exp that

1 08\ _ [H e (n (o))
exp b () A < b p(s) A
fa h(s) § fa h(s) N

L Ehs)As

a _h(s)

b p(s)
a Z(s) As
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IOLUS (f p(s ) 7 p(s) exp ( (h(s)))As
Sy B As S p(s J2p(s
_ L) ( I p(s)h(s) n (h(s))As)
f;p(s)AS f p(s)h ’
which completes the proof. [ |

Theorem 3.2. (Hblder’s inequality) Leth, f, g € C.q([a,b],[0,00)) with
b
/ h(z)g?(x)Axz > 0.

1 1 .
If —+ - =1withp > 1, then
q

p
[ rswaman< ([ h(x)fﬁ(sc)m); (/ bh(m)g%xmx); |

Proof. Taking f(x) = 2P and letting g, |h(z)| be replaced byfg », hg? in
Theorem 2.2, respectively, we obtain

p

[ @@ i [ b)) (fa)g @) A
a ; < a ; .
/h(az)gq(as)Am /h(az)gq(x)Ax

This and1 + o 1 imply
p q
b b > b %
RO ( / h(:r)fp(fc)Ax> ( / h(m)g%x)m) |
Theorem 3.3. Leth, f,g € Cyq([a,b], [0, 00)). Then
@

1

[(/abthx)r+(/abtha:>r T

1

[(/abthx)rJr(/abthx)T 7

b
g/ W+ g ) Ax, ifr>1;

(b)

b
2/ hf +g)r Az, f0O<r<1.
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Proof. (a) Clearly,p(z) = (1 + x’“)% is convex on(0, co). Hence, by Theorem 2.2,

1+ (/abh(x)f(x)Ax)

. hf g
Letting » and f be replaced by——— and =
° I P [Phfazf

rl =

< [ @ ).

in the above inequality, respectively,

we get our desired result.
Similarly, we can prove case (b). [
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