
Advances in Dynamical Systems and Applications.
ISSN 0973-5321 Volume 1 Number 1 (2006), pp. 103–112
c© Research India Publications
http://www.ripublication.com/adsa.htm

The Asymptotic Behavior of Nonoscillatory
Solutions of Some Nonlinear Dynamic

Equations on Time Scales

Xiangyun Shi1, Xueyong Zhou1 and Weiping Yan2

1Department of Mathematics, Xinyang Normal University,
Xinyang 464000, Henan, P.R. China

Corresponding author: E-mail: xiangyunshi@126.com
2Department of Mathematics, Shanxi University,

Taiyuan 030006, Shanxi, P.R. China

Abstract

In this paper, the asymptotic behavior of nonoscillatory solutions of the nonlinear
dynamic equation on time scales

[
r(t)g(y∆(t))

]∆ − f(t, y(t)) = 0, t ≥ t0

is considered under the condition

∣∣∣
∫ ∞

t0

g−1
( m1

r(t)

)
∆t

∣∣∣ = ∞ for m1 6= 0.

Three sufficient and necessary conditions are obtained, which include and improve
M.R.S. Kulenovíc andĆ. Ljubović’s recent results in the continuous case [5] and
provide some new results in the discrete case, as well as other more general situa-
tions.
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1. Introduction

The study of dynamic equations on time scales is an area of mathematics that recently
has received a lot of attention. It has been created in order to unify the study of differ-
ential equations and difference equations, and we refer the reader to the paper [3] for a
comprehensive treatment of the subject.

Much recent research has been given to the asymptotic properties of solutions of
differential equation

[
r(t)g(y′(t))

]′ − p(t)f(y(t)) = 0, t ∈ R.

We refer the reader to the papers [4,5]. But it’s discrete counterpart

∆
[
r(t)g(∆y(t))

]− p(t)f(y(t)) = 0, t ∈ N

has few results. In this paper, we consider the dynamic equation

[
r(t)g(y∆(t))

]∆ − f(t, y(t)) = 0, t ≥ t0 (1.1)

under the conditions

(A1) r ∈ C1
rd

[
(t0,∞), (0,∞)

]
.

(A2) f ∈ C(T×R,R), f is continuously increasing with respect to the second variable
andyf(t, y) > 0, for y 6= 0.

(A3) g ∈ C1[R,R], g is a strictly increasing differentiable function onR andyg(y) > 0,
for y 6= 0.

If T = R, f(t, y(t)) = p(t)y(t), then equation (1.1) reduces to the differential
equation in [5]. IfT = N, the difference equation

∆
[
r(t)g(∆y(t))

]− f(t, y(t)) = 0, t ∈ N

is another special case of (1.1). The aim of this paper, on the one hand, is to revisit the
proofs of all theorems in [5] which use the Knaster–Tarski fixed-point theorem under
decreasing mapping, on the other hand, is to extend the results that we have obtained to
the discrete case as well as to more general situations.

The paper is organized as follows: In the next section we present some basic def-
initions concerning the calculus on time scales. In Section 3, we give three sufficient
and necessary conditions for the asymptotic behavior of every nonoscillatory solution of
(1.1). In the final section, we also apply our results to discrete systems by two examples.
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2. Some Definitions on Time Scales

A time scaleT is an arbitrary nonempty closed subset of real numbersR. Assume thatT
has the topology that it inherits from the standard topology onR. We define the forward
and backward jump operatorsσ, ρ : T→ T by

σ(t) := inf{s ∈ T : s > t} and ρ(t) := inf{s ∈ T : s < t}.

The pointt ∈ T is calledright-scattered, right-dense, left-scattered, left-denseif σ(t) >
t, σ(t) = t, ρ(t) < t, ρ(t) = t holds, respectively. The setTκ is derived from the
time scaleT as follows. IfT has a left-scattered maximumt∗, thenTκ = T − {t∗}.
Otherwise,Tκ = T. Fora, b ∈ T with a ≤ b, define the closed interval[a, b] in T by

[a, b] = {t ∈ T : a ≤ t ≤ b}.

Other open, half-open intervals inT can be similarly defined.

Definition 2.1. If f : T→ R is a function andt ∈ Tκ, then the∆-derivativeof f at the
point t is defined to be the numberf∆(t) with the property that for eachε > 0, there is
a neighborhoodU of t such that

∣∣(f(σ(t))− f(s))− f∆(t)(σ(t)− s)
∣∣ ≤ ε

∣∣σ(t)− s
∣∣

for all s ∈ U . The functionf is called∆-differentiableon T if f∆(t) exists for all
t ∈ Tκ.

Definition 2.2. If F∆ = f holds onTκ, then we define the integral off by

∫ t

s

f(τ)∆τ = F (t)− F (s), s, t ∈ Tκ.

We refer to [1,2,6] for additional details concerning the calculus on time scales. By
a solution of (1.1), we mean a nontrivial real valued functionx satisfying equation (1.1)
for t ≥ t0. A solutionx of (1.1) is said to be oscillatory if it is neither eventually positive
nor negative; otherwise, it is nonoscillatory.

3. Main Results and Proof

The following result provides useful information on the global asymptotic behavior of
nonoscillatory solutions of (1.1).

Lemma 3.1. Let (A1)–(A3) be satisfied. If

(A4)

∣∣∣∣
∫ ∞

t0

g−1

(
m1

r(t)

)
∆t

∣∣∣∣ = ∞ for m1 6= 0
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holds, then every solutiony of (1.1) eventually satisfies either|y(t)| ≤ K1 or |y(t)| ≥
K2 +

∫ t

T0

g−1

(
M1

r(s)

)
∆s, whereK1, K2 andM1 are positive constants. Furthermore,

every positive (negative) nondecreasing (nonincreasing) solution tends to+∞(−∞).

Proof. Without loss of generality, we can assumey(t) > 0 eventually, that isy(t) > 0

for t ≥ t1 ≥ t0. Equation (1.1) implies
[
r(t)g(y∆(t))

]∆
> 0 for t ≥ t1. Then there

existst2 > t1 such thatr(t)g(y∆(t)) has constant sign fort ≥ t2.
If r(t)g(y∆(t)) < 0 for t ≥ t2, then(A1) and(A3) imply y∆(t) < 0 for t ≥ t2, that

is, y(t) is an eventually positive decreasing function, so there exist constantsK1 > 0
and t3 ≥ t2 such thaty(t) ≤ K1 for t ≥ t3. If r(t)g(y∆(t)) > 0 for t ≥ t2, then
y∆(t) > 0 for t ≥ t2. Now, r(t)g(y∆(t)) is an eventually positive increasing function,
so there exist constantsM1 > 0, andT0 ≥ t2 such thatr(t)g(y∆(t)) ≥ M1 holds for

t ≥ T0. Theny∆(t) ≥ g−1

(
M1

r(t)

)
holds fort ≥ T0. Integrating this inequality from

T0 to t > T0 we obtain

y(t) ≥ y(T0) +

∫ t

T0

g−1

(
M1

r(s)

)
∆s, y(T0) = K2 > 0.

The proof is complete. ¥

Now we are ready to present the main results of this paper.

Theorem 3.2. Assume that(A1)–(A4) hold. Then every, in absolute value, nondecreas-
ing solutiony of (1.1) satisfieslim

t→∞
|y(t)| < ∞, if and only if there exists a constant

C 6= 0 such that ∣∣∣∣
∫ ∞

t0

g−1

(
1

r(t)

∫ t

t0

f(s, C)∆s

)∣∣∣∣ ∆t < ∞. (3.1)

Proof. Without loss of generality, we can suppose thaty(t) > 0 eventually.
First assume that (3.1) holds. ThenT0 ≥ t0 andC > 0 can be chosen such that

∫ ∞

T0

g−1

(
1

r(t)

∫ t

T0

f(s, C)∆s

)
∆t ≤ C

2
.

If we can prove thaty is the solution of the dynamic equation

y(t) =
C

2
+

∫ t

T0

g−1

(
1

r(s)

∫ s

T0

f(u, y(u))∆u

)
∆s,

then we can see thaty is the desired solution of (1.1). Now we construct the sequence
{xm}:

x0(t) =
C

2
,

xm(t) =
C

2
+

∫ t

T0

g−1

(
1

r(s)

∫ s

T0

f(u, xm−1(u))∆u

)
∆s, m = 1, 2 · · · .
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Thus
C

2
≤ x0 ≤ x1 ≤ x2 ≤ · · · ≤ xm−1 ≤ xm ≤ C.

Then the limit of the sequence{xm} exists. We denote it byx∗, i.e.,

lim
m→∞

xm(t) = x∗(t).

Further,
f(s, xm) ≤ f(s, C),

∫ ∞

T0

g−1

(
1

r(t)

∫ t

T0

f(s, xm)∆s

)
∆t ≤ C

2

hold. By Lebesgue’s dominated convergence theorem, we have

lim
m→∞

xm(t) =
C

2
+

∫ t

T0

g−1

(
1

r(s)

∫ s

T0

f(u, lim
m→∞

xm−1(u))∆u

)
∆s.

That is,

x∗(t) =
C

2
+

∫ t

T0

g−1

(
1

r(s)

∫ s

T0

f(u, x∗(u))∆u

)
∆s.

Sox∗ satisfies (1.1). Furthermore, the limit ofx∗(t) ast →∞ exists.
Conversely, lety > 0 be a bounded nondecreasing solution of (1.1). Then

lim
t→∞

y(t) = m ∈ (0,∞).

Let T0 ≥ t0 be such thaty(t) ≥ m

2
for t ≥ T0. Integrating (1.1) fromT0 to t we have

r(T0)g(y∆(t)) = r(T0)g(y∆(T0)) +

∫ t

T0

f(s, y(s))∆s

≥
∫ t

T0

f(s, y(s))∆s

≥
∫ t

T0

f
(
s,

m

2

)
∆s,

which yields

y∆(t) ≥ g−1

(
1

r(t)

∫ t

T0

f
(
s,

m

2

)
∆s

)
.

Integrating this inequality fromT0 to t > T0, and lettingt →∞, we obtain
∫ ∞

T0

g−1

(
1

r(t)

∫ t

T0

f
(
s,

m

2

)
∆s

)
∆t < ∞.

The proof is complete. ¥
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The next result gives a characterization of another type of asymptotic solution.

Theorem 3.3. If (A1)–(A4) are satisfied,

g(y) = yα, for every y 6= 0, α =
p

q
(p, q are both odd) (3.2)

andα > 1, then equation (1.1) has an, in absolute value, nondecreasing solutiony, such
that|y(t)| → MR(t, t0), t →∞ for some constantM > 1, if and only if

∣∣∣∣
∫ ∞

t0

f(t,±mR(t, t0))∆t

∣∣∣∣ < ∞ (3.3)

for somem > 1, whereR(t, t0) =

∫ t

t0

g−1

(
1

r(s)

)
∆s.

Proof. Without loss of generality, we assumey(t) > 0 eventually.
First assume (3.3) holds. Then we can findm1 > 0, T0 ≥ t0 such that

∫ ∞

T0

f(t,mR(t, T0))∆t ≤ m1,

and(1 + m1)
1/α ≤ m.

If we can prove thaty is the solution of the dynamic equation

y(t) =

∫ t

T0

g−1

(
1

r(s)
+

1

r(s)

∫ s

T0

f(u, y(u))∆u

)
∆s,

then we can see that the functiony is a nondecreasing solution of (1.1).
Now we construct the sequence{xm}:

x0 = R(t, T0),

xm =

∫ t

T0

g−1

(
1

r(s)
+

1

r(s)

∫ s

T0

f(u, xm−1(u))∆u

)
∆s.

Then
R(t, T0) ≤ x0 ≤ x1 ≤ · · · ≤ xm−1 ≤ xm ≤ mR(t, T0).

Obviously, the limit of the sequence{xm} exists. We denote it byx∗. Applying
Lebesgue’s dominated convergence theorem, we have

x∗(t) =

∫ t

T0

g−1

(
1

r(s)
+

1

r(s)

∫ s

T0

f(u, x∗(u))∆u

)
∆s.

Theny satisfies (3.1) and whent →∞, y(t) → mR(t, t0).
Conversely, ify(t) > 0, t ≥ t1 ≥ t0, let y be a nondecreasing solution with the

property lim
t→∞

y(t) = MR(t, t0). Then there existsL > 0 such thatMR(t, t0) ≥ y(t) ≥
LR(t, t0), andr(t)g(y∆(t)) > 0.
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We will show that lim
t→∞

r(t)g(y∆(t)) < ∞. Obviously, the limit exists because

r(t)g(y∆(t)) is an eventually positive and increasing function. Iflim
t→∞

r(t)g(y∆(t)) =

∞, then there existsT0 such thatr(t)g(y∆(t)) > M for t ≥ T0. This impliesy∆(t) ≥
g−1

(
M

r(t)

)
andy(t) ≥ M1/αR(t, t0), and consequently,

y(t)

R(t, t0)
≥ M1/α > M,

which is a contradiction. Therefore, the limit ofr(t)g(y∆(t)) exists, saym∗, and we
have

2m∗ ≥ r(t)g(y∆(t)) = r(T0)g(y∆(T0)) +

∫ t

T0

f(s, y(s))∆s

≥
∫ t

T0

f(s, LR(s, s0))∆s,

which shows that (3.3) is satisfied. The proof is complete. ¥

Remark 3.4. If T = R, theny(t) = O(R(t, t0)), that is,y(t) andR(t, t0) are infinity
of the same order.

Next we characterize bounded solutions under the condition(A4).

Theorem 3.5. Consider (1.1) under conditions(A1)–(A4) and (3.2). Lety be an, in
absolute value, nonincreasing solution of (1.1). Thenlim

t→∞
|y(t)| = K ∈ (0,∞) if and

only if there is a constantC 6= 0 such that
∣∣∣∣
∫ ∞

t0

g−1

(
1

r(t)

∫ ∞

t

f(s, C)∆s

)
∆t

∣∣∣∣ < ∞. (3.4)

Proof. Without loss of generality, we can assumey(t) > 0 eventually. If (3.4) holds,
thenT0 ≥ t0 andC > 0 can be chosen such that

∫ ∞

T0

g−1

(
1

r(t)

∫ ∞

t

f(s, C)∆s

)
∆t <

C

2
.

Sinceg is an odd function, ify is the solution of dynamic equation

y(t) =
C

2
+

∫ ∞

t

g−1

(
1

r(s)

∫ ∞

s

f(u,C)∆u

)
∆s,

theny is a nonincreasing solution of (1.1).
Now we construct the sequence{xm(t)}:

x0(t) =
C

2
,

xm(t) =
C

2
+

∫ ∞

t

g−1

(
1

r(s)

∫ ∞

s

f(u, xm−1)∆u

)
∆s.
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Then
C

2
= x0(t) ≤ x1(t) ≤ · · · ≤ xm(t) ≤ C.

Clearly, the limit of the sequence{xm} exists. We denote it byx∗. Applying Lebesgue’s
dominated convergence theorem, we have

x∗(t) =
C

2
+

∫ ∞

t

g−1

(
1

r(s)

∫ ∞

s

f(u, x∗(u))∆u

)
∆s.

Then equation (1.1) has an, in absolute value, nonincreasing solution.
Conversely, lety > 0 be a bounded nonincreasing solution of (1.1) andlim

t→∞
y(t) =

K ∈ (0,∞). Theny∆(t) < 0 eventually andy(t) ≥ K

2
for t large enough. Equation

(1.1) implies lim
t→∞

r(t)g(y∆(t)) = L ∈ (−∞, 0). Now, we will showL = 0. Otherwise,

L < 0 and so eventually

r(t)g(y∆(t)) ≤ L ⇒ y∆(t) ≤ g−1

(
L

r(t)

)
= L1/αg−1

(
1

r(t)

)
.

Integrating this relation fromT0 to t, we obtain

y(t) ≤ y(T0) + L1/α

∫ t

T0

g−1

(
1

r(s)

)
∆s,

which by(A4) implies thatlim
t→∞

y(t) = −∞. This is an immediate contradiction. Thus,

L = 0. Integrating (1.1) fromt to∞, we get

−r(t)g(y∆(t)) =

∫ ∞

t

f(s, y(s))∆s ≥
∫ ∞

t

f(s,K/2)∆s,

so that

−g(y∆(t)) ≥ g−1

(
1

r(t)

∫ ∞

t

f(s,K/2)∆s

)
.

Integrating this inequality fromt to∞ we obtain

y(t) ≥ K +

∫ ∞

t

g−1

(
1

r(s)

∫ ∞

s

f(u,
K

2
)∆u

)
∆s.

Then (3.4) is satisfied. The proof is complete. ¥

In the present paper, we will apply the results of the above theorems to two discrete
cases.

Example 3.6. If T = N, then (1.1) reduces to the difference equation

∆
[
r(t)(g(∆y(t)))

]− f(t, y(t)) = 0, t ∈ N. (3.5)



Nonoscillatory Solutions of Some Nonlinear Dynamic Equations 111

Let

r(t) ≡ 1, g(u) = uα∗ = |u|αsgnu, f(u1, u2) = (u1+u2)
β∗ = |u1+u2|βsgnu2. (3.6)

Now (3.5) can be written as

∆(∆y(n))α∗ − (n + y(n))β∗ = 0, n ∈ N. (3.7)

In this special case, (3.1) becomes
∞∑

n=n0

[
n−1∑

l=n0

(l + C)β

]1/α

< ∞ for someC > 0. By

Theorem 3.2, ifβ < −α− 1, (3.7) has a nondecreasing bounded solution. In fact

∞∑
n=n0

[
n−1∑

l=n0

(l + C)β

]1/α

≤
∞∑

n=n0

[
(n− n0)(n− 1 + C)β

]1/α
∞∑

n=n0

(n− 1 + C)
β+1

α ,

if β < −α − 1, the progression
∞∑

n=n0

(n + C)
β+1

α is convergent, so the progression

∞∑
n=n0

[
n−1∑

l=n0

(l + C)β

]1/α

is also convergent.

Example 3.7. If T = hN, h > 0, and (3.6) hold, then (1.1) can be written as
[
(y∆(t))α∗]∆ − (t + y(t))β∗ = 0, t ∈ hN. (3.8)

In this case, condition (3.1) becomes

h

∞∑

n=n0/h


h

n−1∑

l=n0/h

(hl + C)β




1/α

< ∞,

whereα = p/q (p andq are both odd). By Theorem 3.2, ifβ < −α − 1, then equation
(3.8) has a nondecreasing bounded positive solution. In fact,

h

∞∑

n=n0/h


h

n−1∑

l=n0/h

(hl + C)β




1/α

< h

∞∑

n=n0/h

[
(h− n0)(hn− h + C)β

]1/α

.

Thus, ifβ < −α− 1, the progression is convergent.
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