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Abstract

In this work, sufficient conditions are obtained for oscillatory and asymptotic
behavior of second-order neutral impulsive differential systems of the form

(E)

{[
r(t)

(
x(t) + p(t)x(δ(t))

)′]′
+ q(t)G

(
x(σ(t))

)
= 0, t 6= τk, k ∈ N

∆
[
r(τk)

(
x(τk) + p(τk)x(δ(τk))

)′]
+ h(τk)G

(
x(σ(τk))

)
= 0, k ∈ N

for various ranges of the bounded neutral coefficient p. Here one can see, if the
differential equations is oscillatory, then the discrete equation of similar type do
not disturb the oscillatory behavior of the system (E), when impulse satisfies the
discrete equation, and δ′ is allowed to be oscillatory. Further, some illustrative
examples showing applicability of the new results are included.

Keywords: Oscillation, nonoscillation, nonlinear, delay argument, impulse, second-
order neutral impulsive differential systems.
AMS Subject Classifications: 34K.

1 Introduction
Impulsive differential equations are now recognized as an excellent source of models
to simulate processes and phenomena observed in population dynamics, biotechnology,
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control theory, physics, chemistry, industrial robotic, economics, rhythmical beating
and to mention a few. Recently, impulsive differential equations have become a very
active area of research, since it is much richer than the corresponding theory of differ-
ential equations without impulse effect. The monographs by Bainov and Simeonov [1],
Bainov and Covachev [2,4], Bainov and Simeonov [3], Dishliev et al. [7], Lakshmikan-
tham et al. [10], and Samoilenko and Perestynk [12] are the excellent sources for appli-
cations and properties of various impulsive differential equations.

Tripathy and Santra [15] have established necessary and sufficient conditions for
oscillatory and asymptotic behavior of first-order forced impulsive differential systems
of the form

(E1)

{(
x(t) + p(t)x(t− τ)

)′
+ q(t)G

(
x(t− σ)

)
= f(t), t 6= τk, k ∈ N

∆
(
x(τk) + p(τk)x(τk − τ)

)
+ h(τk)G

(
x(τk − σ)

)
= g(τk), k ∈ N

for various ranges of the neutral coefficient p. Tripathy, Santra and Pinelas [14, 16],
have studied the homogeneous counter part of (E1) and established sufficient and nec-
essary conditions for oscillation of all solutions for different ranges of p(t). Tripathy
and Santra [19] have studied oscillation and nonoscillation properties of second-order
neutral impulsive differential systems with constant coefficients and constant delays of
the form {(

x(t) + ry(t− τ)
)′′

+ qx(t− σ) = 0, t 6= τk, k ∈ N
∆
(
x(τk) + rx(τk − τ)

)′
+ px(τk − σ) = 0, k ∈ N

by using pulsatile constant for r ∈ R− {0}. Also, they have made an attempt to extend
the constant coefficient results to variable coefficient result. For more information re-
lated to oscillation and asymptotic behavior of solutions to this type of systems, we refer
the readers to [5, 6, 8, 11, 13, 14, 17, 18, 20]. Motivated by the above works, an attempt
is made here to establish sufficient condition for oscillatory and asymptotic behavior of
solutions of a class of nonlinear neutral second-order impulsive differential systems of
the form

(E)

{[
r(t)

(
x(t) + p(t)x(δ(t))

)′]′
+ q(t)G

(
x(σ(t))

)
= 0, t 6= τk, k ∈ N

∆
[
r(τk)

(
x(τk) + p(τk)x(δ(τk))

)′]
+ h(τk)G

(
x(σ(τk))

)
= 0, k ∈ N.

We suppose that the following assumptions holds:

(A1) Let τk, k ∈ N with τ1 < τ2 < ... < τk < ... and lim
k→∞

τk = +∞ are fixed moments
of impulsive effect;

(A2) ∆ is the difference operator defined by ∆V (τk) = V (τk + 0)− V (τk − 0);

(A3) r ∈ C
(
[t0,∞), (0,∞)

)
and q, h ∈ C

(
[t0,∞), [0,∞)

)
, where q and h are not

identically zero eventually;
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(A4) G ∈ C(R,R) is non-decreasing, and satisfies uG(u) > 0 for u 6= 0;

(A5) δ, σ ∈ C
(
[t0,∞),R

)
such that δ(t), σ(t) ≤ t for t ≥ t0, δ(t), σ(t) → ∞ as

t→∞ with differentiable and invertible δ when necessary.

The investigation on the asymptotic behavior of solutions depend on the following
two possible conditions:

(C1)
∫ ∞ 1

r(η)
dη =∞ if and only if

∞∑
k=1

1

r(τk)
=∞;

(C2)
∫ ∞ 1

r(η)
dη <∞ if and only if

∞∑
k=1

1

r(τk)
<∞.

We denote byC(R,R) the space of continuous functions f : R→ R and PC(R+,R)
the space of left continuous functions U : R+ → R such that, for each t ∈ R+,
U(t− 0) = U(t) and the right limit U(t + 0) exists, where U(t− 0) = lim

h→0−
U(t + h)

and U(t+ 0) = lim
h→0+

U(t+ h).

Let ρ(t) = min
t∈R+

{δ(t), σ(t)}. We say that a real valued function x(t) is a solution of

the system (E), if there exists a number T0 ∈ R such that x ∈ PC
(
[ρ(T0),+∞),R

)
, the

function

z(t) = x(t) + p(t)x(δ(t)) (1.1)

and r(t)z′(t) are continuously differentiable for t ≥ T0, t 6= τk, k ∈ N and x(t) satisfies
(E) for all t ≥ T0.

Without further mentioning we will assume throughout this paper, that every solu-
tion x(t) of the system (E) that is under consideration here, is continuable to the right
and is nontrivial. That is, x(t) is defined on some ray of the form [Tx,+∞) and for
each T ≥ Tx it is fulfilled sup{|x(t)| : t ≥ T} > 0. Such a solution is called a regular
solution of (E).

We say that a real valued function u defined on an interval [a,+∞) has some prop-
erty eventually, if there is a number b ≥ a such that u has this property on the interval
[b,+∞).

A regular solution x(t) of equation (E) is said to be nonoscillatory, if there exists
a number t0 ≥ 0 such that x(t) is of constant sign for every t ≥ t0. Otherwise, it is
called oscillatory. Also, note that a nonoscillatory solution is called eventually positive
(eventually negative), if the constant sign that determines its nonoscillation is positive
(negative). The system (E) is called oscillatory , if all its solutions are oscillatory.

Remark 1.1. When the domain is not specified explicitly, all functional inequalities
considered in this paper are assumed to hold eventually, i.e., they are satisfied for all t
large enough.
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2 Sufficient Conditions for Oscillation
In this section, sufficient conditions are obtained for oscillatory and asymptotic be-
haviour of second order nonlinear neutral impulsive differential systems of the form
(E).

2.1 Oscillation under Condition (C1).
Lemma 2.1. Assume that (C1) and (A1)–(A5) hold. If x is an eventually positive so-
lution of (E) such that the companion function z defined by (1.1) is also eventually
positive, then z satisfies

z′(t) > 0 and (rz′)′(t) < 0 for all large t. (2.1)

Proof. Suppose that x(t) > 0 and z(t) > 0 for t ≥ t1, where t ≥ t0. By (A5), we may
assume without loss of generality that x(σ(t)) > 0 for t ≥ t1. From (E) and (A4), it
follows that

(rz′)′(t) = −q(t)G (x(σ(t))) < 0

∆(rz′)(τk) = −h(τk)G (x(σ(τk))) < 0 (2.2)

Consequently, rz′ is non-increasing on [t1,∞) and thus either z′(t) < 0 or z′(t) > 0 for
t ≥ t2, where t2 ≥ t1. If z′(t) < 0, then there exists ε > 0 such that r(t)z′(t) ≤ −ε for
t ≥ t2. A similar argument holds for the discrete equation, and we have r(τk)z′(τk) ≤
−ε. Integrating the relation z′(t) ≤ − ε

r(t)
over [t2, t) ⊂ [t2,∞), we obtain

z(t)− z(t2)−
∑

t2≤τk<t

z′(τk) ≤ −ε
∫ t

t2

1

r(η)
dη for t ≥ t2,

that is,

z(t) ≤ z(t2)− ε
[ ∫ t

t2

1

r(η)
dη +

∑
t2≤τk<t

1

r(τk)

]
. (2.3)

In view of (C1), letting t → ∞ in (2.3) yields z(t) → −∞, which is a contradiction.
Therefore, z′(t) > 0 for t ≥ t2. This completes the proof.

Remark 2.2. It follows from Lemma 2.1 that lim
t→∞

z(t) > 0, i.e., there exists ε > 0 such

that z(t) ≥ ε for all large t.

Lemma 2.3. Assume that (C1) and (A1)–(A5) hold. If x is an eventually positive so-
lution of (E) such that the companion function z defined by (1.1) is bounded, then z
satisfies (2.1) for all large t.

Proof. The proof can be obtained from the proof of Lemma 2.1.
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Theorem 2.4. Let 0 ≤ p(t) ≤ p < 1 for t ≥ t0, where p is a constant. Assume that
(C1) and (A1)–(A5) hold. Furthermore, assume that

(A6)
∫ ∞

q(η)dη +
∞∑
k=1

h(τk) =∞.

Then, every solution of (E) is oscillatory.

Proof. Suppose the contrary that x is a nonoscillatory solution of (E). Then, there exists
t1 ≥ t0 such that either x(t) > 0 or x(t) < 0 for t ≥ t1. Assume that x(t) > 0,
x(δ(t)) > 0 and x(σ(t)) > 0 for t ≥ t1. Clearly, z defined by (1.1) is positive on
[t1,∞). By Lemma 2.1 and Remark 2.2, there exists ε > 0 such that z(t) ≥ ε for
t ≥ t2, where t2 ≥ t1. On the other hand, z being increasing implies that

(1− p)z(t) ≤
(
1− p(t)

)
z(t) ≤ z(t)− p(t)z(δ(t))

=x(t)− p(t)p(δ(t))x(δ(δ(t))) ≤ x(t)

for t ≥ t3, where t3 ≥ t2. Consequently, x(t) ≥ (1 − p)ε > 0 for t ≥ t3. From (2.2),
we have

(rz′)′(t) +G
(
(1− p)ε

)
q(t) ≤ 0

∆(rz′)(τk) +G
(
(1− p)ε

)
h(τk) ≤ 0

for t ≥ t3. Integrating the last system over the interval [t3, t) ⊂ [t3,∞), we get

G
(
(1− p)ε

) ∫ t

t3

q(η)dη −
∑

t3≤τk<t

∆(rz′)(τk) ≤ −
[
(rz′)(t)

]t
t3
,

that is,

G
(
(1− p)ε

)[ ∫ t

t3

q(η)dη +
∑

t3≤τk<t

h(τk)
]
≤ r(t3)z

′(t3)

for t ≥ t3. This contradicts (A6).
If x(t) < 0 for t ≥ t1, then we set y(t) := −x(t) for t ≥ t1 in (E). Using (A4), we

find {[
r(t)

(
y(t) + p(t)y(δ(t))

)′]′
+ q(t)H

(
y(σ(t))

)
= 0, t 6= τk, k ∈ N

∆
[
r(τk)

(
y(τk) + p(τk)y(δ(τk))

)′]
+ h(τk)H

(
y(σ(τk))

)
= 0, k ∈ N

for t ≥ t1, where H(u) := −G(−u) for u ∈ R. Clearly, H also satisfies (A4). Then,
proceeding as above, we find the same contradiction. This completes the proof.

Theorem 2.5. Let 1 ≤ p(t) ≤ p for t ≥ t0, where p is a constant. Assume that (C1) and
(A1)–(A5) hold. Furthermore, assume that the following conditions hold:
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(A7) there exists λ > 0 such that

G(u) +G(v) ≥ λG(u+ v) for u, v ≥ 0

and
G(u) +G(v) ≤ λG(u+ v) for u, v ≤ 0;

(A8) there exists λ > 0 such that

G(uv) ≤ G(u)G(v) for u, v ≥ 0

and
G(uv) ≥ G(u)G(v) for u, v ≤ 0;

(A9) δ(σ(t)) = σ(δ(t)) for t ≥ t0;

(A10)
∫ ∞

Q(η)dη +
∞∑
k=1

H(τk) =∞, where

Q(t) := min{q(t), q(δ(t))δ′(t)} and H(τk) := min{h(τk), h(δ(τk))δ(τk)}

for t ≥ t0. Then, every solution of (E) is oscillatory.

Proof. Without loss of generality, suppose the contrary that x is an eventually positive
solution of (E). Then, there exists t1 ≥ t0 such that x(t) > 0, x(δ(t)) > 0 and x(σ(t)) >
0 for t ≥ t1. Clearly, z defined by (1.1) is positive on [t1,∞). By Lemma 2.1 and
Remark 2.2, there exists ε > 0 such that z(t) ≥ ε for t ≥ t2, where t2 ≥ t1. Let us
define

w(t) := r(t)z′(t) +G(p)r(δ(t))z′(δ(t)) for t ≥ t3,

where t3 ≥ t2. From (E), we compute that

0 =(rz′)′(t) + q(t)G
(
x(σ(t))

)
+G(p)δ′(t)

[
(rz′)′(δ(t)) + q(δ(t))G

(
x(σ(δ(t)))

)]
=w′(t) + q(t)G

(
x(σ(t))

)
+G(p)δ′(t)q(δ(t))G

(
x(δ(σ(t)))

)
for t ≥ t4, where t4 ≥ t3. Using (A7) and (A8), we obtain

0 ≥ w′(t) +Q(t)
[
G
(
x(σ(t))

)
+G

(
px(δ(σ(t)))

)]
≥ w′(t) + λQ(t)G

[
x(σ(t)) + px(δ(σ(t)))

]
≥ w′(t) + λQ(t)G

[
x(σ(t)) + p(σ(t))x(δ(σ(t)))

]
= w′(t) + λQ(t)G

(
z(σ(t))

)
(2.4)

for t ≥ t4. Similarly, it is easy to find

∆w(τk) + λH(τk)G
(
z(σ(τk))

)
= 0 (2.5)
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for t ≥ t4. Consequently,

w′(t) + λQ(t)G(ε) ≤ 0

∆w(τk) + λH(τk)G(ε) ≤ 0

for t ≥ t4, which upon integration over the interval [t4, t) ⊂ [t4,∞) yields that

λG(ε)
[ ∫ t

t4

Q(η)dη +
∑

t4≤τk<t

H(τk)
]
≤ w(t4) for all t ≥ t4.

This contradicts (A10). Thus, x(t) > 0 for t ≥ t1 cannot hold.
The case where x is an eventually negative solution is omitted since it can be dealt

similarly. Thus, the theorem is proved.

Let us give an important example for Theorem 2.5 where δ′ is allowed to be oscilla-
tory.

Example 2.6. Consider the impulsive system{
[x(t) + 2x(t− sin(π

2
t)− 1)]′′ + x(t− 4) = 0, t 6= τk, k ∈ N

∆[x(τk) + 2x(τk − sin(π
2
τk)− 1)]′ + x(τk − 4) = 0, t 6= τk, k ∈ N

(2.6)

where r(t) :≡ 1, p(t) :≡ 2, δ(t) := t−sin(π
2
t)−1, τk = k for k ∈ N, q(t) :≡ 1 :≡ h(τk),

σ(t) := t− 4 and G(u) := u for t ≥ 0 and u ∈ R. We have

δ(σ(t)) = t− sin(π
2
t)− 5 = σ(δ(t)) and δ′(t) = 1− π

2
cos(

π

2
t) for t ≥ 0.

Note that δ′ is oscillatory and Q(t) = min{1, 1 − π

2
cos(

π

2
t)} for t ≥ 0. Obviously,

Q is a periodic function with a period 4. Further,
∫ 4

0

Q(η)dη = 2, which shows that∫ ∞
Q(η)dη+

∞∑
k=1

H(τk) =∞. Then, all the assumptions of Theorem 2.5 holds. Hence,

every solution of (2.6) oscillates.

Theorem 2.7. Let −1 ≤ p(t) ≤ 0 for t ≥ t0. Assume that (C1) and (A1)–(A6) hold.
Then, every unbounded solution of (E) oscillates.

Proof. Without loss of generality, suppose the contrary that x is an eventually positive
unbounded solution of (E). Then, there exists t1 ≥ t0 such that x(t) > 0, x(δ(t)) > 0
and x(σ(t)) > 0 for t ≥ t1. Proceeding as in the proof of Lemma 2.1, we see rz′ is
non-increasing and z is monotonic on [t2,∞), where t2 ≥ t1. We have the following
two possible cases.
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Case 1. Let z(t) > 0 for t ≥ t2. By Lemma 2.1, (2.1) holds for t ≥ t3. Clearly,
z(t) ≤ x(t) for t ≥ t3 implies

(rz′)′(t) + q(t)G
(
z(σ(t))

)
≤ 0

∆(rz′)(τk) + h(τk)G
(
z(σ(t))

)
≤ 0 (2.7)

for t ≥ t3, where t4 ≥ t3. Further, by Lemma 2.1 and Remark 2.2, there exists ε > 0
such that z(t) ≥ ε for t ≥ t4. Consequently, it follows from (2.7) that

(rz′)′(t) +G(ε)q(t) ≤ 0

∆(rz′)(τk) +G(ε)h(τk) ≤ 0

for t ≥ t4. Integrating the last inequality over [t4, t) ⊂ [t4,∞), we have

G(ε)
[ ∫ t

t4

q(η) +
∑

t4≤τk<t

h(τk)
]
dη ≤ r(t4)z

′(t4) for t ≥ t4.

This contradicts (A6).
Case 2. Let z(t) < 0 for t ≥ t2. As x is unbounded, there exists T ≥ t2 such

that x(T ) = max{x(η) : t2 ≤ η ≤ T}. Then, from (1.1), we have x(T ) ≤ z(T ) +
x(δ(T )) < x(T ), which is a contradiction.

The case where x is an eventually negative solution is very similar. Hence, the
details are omitted. Thus, the proof is complete.

Theorem 2.8. Let −1 < −p ≤ p(t) ≤ 0 for t ≥ t0, where p is a constant. Assume
that (C1) and (A1)–(A6) hold. Then, every bounded solution of (E) either oscillates or
converges to zero asymptotically.

Proof. Without loss of generality, let x be an eventually positive bounded solution of
(E). Then, there exists t1 ≥ t0 such that x(t) > 0, x(δ(t)) > 0 and x(σ(t)) > 0 for
t ≥ t1. By Lemma 2.3, there exists t2 ≥ t1 such that z′(t) > 0 for t ≥ t2. Consequently,
we have the following two possible cases.

Case 1. Let z(t) > 0 for t ≥ t2. Proceeding as in Case 1 in the proof of Theorem 2.7,
we get a contradiction.

Case 2. Let z(t) < 0 for t ≥ t2. Then, lim
t→∞

z(t) exists. Thus, we have

0 ≥ lim
t→∞

z(t) = lim sup
t→∞

z(t) = lim sup
t→∞

[x(t) + p(t)x(δ(t))] ≥ lim sup
t→∞

[x(t)− px(δ(t))]

≥ lim sup
t→∞

x(t) + lim inf
t→∞

[−px(δ(t))] = (1− p) lim sup
t→∞

x(t),

i.e., lim sup
t→∞

x(t) = 0 (since 0 < p < 1) and hence lim
t→∞

x(t) = 0 for t 6= τk, k ∈ N.

We note that {x(τk − 0)}∞k=1 and {x(τk + 0)}∞k=1 are sequences of reals. Therefore,
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lim inf
t→∞

x(t) = 0 and lim sup
t→∞

x(t) = 0 coincide with lim
t→∞

x(τk − 0) = 0 and lim
t→∞

x(τk +

0) = 0 respectively. As a result, lim
t→∞

x(t) = 0 for all t and τk, k ∈ N.
The case where x is an eventually negative bounded solution is omitted since it can

be dealt similarly. This completes the proof.

Combining Theorem 2.5 and Theorem 2.7, we have the following corollary.

Corollary 2.9. Let −1 < −p ≤ p(t) ≤ 0 for t ≥ t0, where p is a constant. Assume that
(C1) and (A1)–(A6) hold. Then, every solution of (E) either oscillates or converges to
zero asymptotically.

Theorem 2.10. Let −p1 ≤ p(t) ≤ −p2 < −1 for t ≥ t0, where p1 and p2 are con-
stants. Assume that (C1) and (A1)–(A6) hold. Then, every bounded solution of (E)
either oscillates or converges to zero asymptotically.

Proof. Without loss of generality, let x be an eventually positive bounded solution of
(E). Then, z defined by (1.1) is also bounded. By Lemma 2.3, z is increasing. Hence,
we have the following two possible cases.

Case 1. Let z(t) > 0 for t ≥ t2. Proceeding as in Case 1 in the proof of Theorem 2.7,
we get a contradiction.

Case 2. Let z(t) < 0 for t ≥ t2. In this case, lim
t→∞

z(t) exists as a non-positive

finite value. We claim that lim
t→∞

z(t) = 0. Otherwise, lim
t→∞

z(t) < 0, i.e., there exists

ε > 0 such that z(t) < −ε for t ≥ t1. Then, we have z(t) ≥ p(t)x(δ(t)) ≥ −p1x(δ(t))

for t ≥ t1, which implies x(t) ≥ − 1

p1
z(δ−1(t)) ≥ ε

p1
for t ≥ t1. Consequently, (2.2)

becomes

(rz′)′(t) + q(t)G
( ε
p1

)
≤ 0

∆(rz′)(τk) + h(τk)G
( ε
p1

)
≤ 0

for t ≥ t1. Integrating the last inequality over the interval [t1, t) ⊂ [t1,∞), we get

G
( ε
p1

)[ ∫ t

t2

q(η)dη +
∑

t2≤τk<t

h(τk)
]
≤ r(t2)z

′(t2) for t ≥ t1.

This contradicts (A6). Therefore, lim
t→∞

z(t) = 0. Hence,

0 = lim
t→∞

z(t) = lim inf
t→∞

z(t) ≤ lim inf
t→∞

[x(t)− p2x(δ(t))]

≤ lim sup
t→∞

x(t) + lim inf
t→∞

[−p2x(δ(t))] ≤ (1− p2) lim sup
t→∞

x(t),

which implies that lim sup
t→∞

x(t) = 0 (since p2 > 1). Thus, lim inf
t→∞

x(t) = 0 and hence

lim
t→∞

x(t) = 0.
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Therefore, any nonoscillatory solution x of (E) converges to zero. This completes
the proof of the theorem.

Example 2.11. Consider the impulsive system
[
t
(
x(t)− 3x(e−πt)

)′]′
+

4

t
x(t) = 0, t 6= τk, k ∈ N for t ≥ 1,

∆
[
τk
(
x(t)− 3x(e−πτk)

)′]
+

4

2k
x(τk) = 0, t 6= τk, k ∈ N

(2.8)

where r(t) := t, p(t) :≡ −3, δ(t) := e−πt, q(t) :=
4

t
, τk = 2k for k ∈ N, h(τk) =

4

2k
, σ(t) := t and G(u) := u for t ≥ 1 and u ∈ R. It can be easily shown that

Theorem 2.10 applies to (2.8). Thus, every bounded solution oscillates or converges to
zero asymptotically. Obviously, x(t) = sin(ln(t)) for t ≥ 1 is an oscillating solution.

2.2 Oscillation under Condition (C2).
Remark 2.12. If we set

R(t) :=

∫ ∞
t

1

r(η)
dη for t ≥ t0, (2.9)

then (C2) implies that R(t)→ 0 as t→∞.

Lemma 2.13. Assume that (C2) and (A1)–(A5) hold. If x is an eventually positive solu-
tion of (E) such that the companion function z defined by (1.1) is eventually decreasing
and positive, then there exists ε > 0 such that z satisfies

εR(t) ≤ z(t) for all large t, (2.10)

where R is defined in (2.9).

Proof. Suppose that x(t), z(t) > 0 and z′(t) < 0 for t ≥ t1, where t ≥ t0. By
(A5), we may assume without loss of generality that x(σ(t)) > 0 for t ≥ t1. From
(E) and (A4), we get (2.2). Consequently, rz′ is non-increasing on [t1,∞). Therefore,
r(s)z′(s) ≤ r(t)z′(t) for s ≥ t ≥ t1, which implies

z′(s) ≤ r(t)z′(t)

r(s)
for s ≥ t ≥ t1.

Consequently,

z(s) ≤ z(t) + r(t)z′(t)

∫ s

t

1

r(η)
dη for s ≥ t ≥ t1.

As rz′ is non-increasing, we can find a constant ε > 0 such that r(t)z′(t) ≤ −ε for

t ≥ t1. As a result z(s) ≤ z(t) − ε
∫ s

t

1

r(η)
dη for s ≥ t ≥ t1. By letting s → ∞, we

get 0 ≤ z(t)− εR(t) for t ≥ t1, which proves (2.10).
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Theorem 2.14. Let 0 ≤ p(t) ≤ p for t ≥ t0, where p is a constant. Assume that (C2),
(A1)–(A5) and (A7)–(A10) hold. Further, assume

(A11) ∫ ∞
t0

1

r(η)

∫ η

t0

Q(ζ)G
(
εR(σ(ζ))

)
dζdη +R(t0)

∞∑
k=1

H(τk)G
(
εR(σ(τk))

)
=∞

for every ε > 0, and∫ ∞
t0

1

r(η)

∫ η

t0

Q(ζ)G
(
εR(σ(ζ))

)
dζdη +R(t0)

∞∑
k=1

H(τk)G
(
εR(σ(τk))

)
= −∞

for every ε < 0, where Q and H are defined in (A10).

Then, every solution of (E) is oscillatory.

Proof. Without loss of generality, assume the contrary that x is an eventually positive
solution of (E). Proceed as in the proof of Lemma 2.1 to obtain (2.2) for t ≥ t1, i.e., rz′

is nonincreasing on [t2,∞), where t2 ≥ t1. Recall that z is positive on [t2,∞). Thus,
we have the following two cases.

Case 1. Let z′(t) > 0 for t ≥ t2. Then, we proceed as in Theorem 2.5 to get a
contradiction.

Case 2. Let z′(t) < 0 for t ≥ t2. By Lemma 2.13, we have (2.10) for t ≥ t3, where
ε > 0 and t3 ≥ t2. Using (2.10) in (2.4) and (2.5), we have

w′(t) + λQ(t)G
(
εR(σ(t))

)
≤ 0

∆w(τk) + λH(τk)G
(
εR(σ(τk))

)
≤ 0

for t ≥ t3, where t3 ≥ t2. Integrating the last inequality over the interval [t3, t) ⊂
[t3,∞), we obtain

λ
[ ∫ t

t3

Q(η)G
(
εR(σ(η))

)
dη +

∑
t3≤τk<t

H(τk)G
(
εR(σ(τk))

)]
≤ −w(t) (2.11)

≤ −
(
1 +G(p)

)
r(t)z′(t),

which implies

λ

1 +G(p)

1

r(t)

[ ∫ t

t3

Q(η)G
(
εR(σ(η))

)
dη +

∑
t3≤τk<t

H(τk)G
(
εR(σ(τk))

)]
≤ −z′(t)

for t ≥ t3. Again integrating the last inequality over the interval [t3, t) ⊂ [t3,∞), we
obtain

λ

1 +G(p)

∫ t

t3

1

r(η)

[ ∫ η

t3

Q(ζ)G
(
εR(σ(ζ))

)
dζ +

∑
t3≤τk<t

H(τk)G
(
εR(σ(τk))

)]
dη
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≤ −
[
z(η)

]t
t3

+
∑

t3≤τk<t

∆z(τk)

= −
[
z(η)

]t
t3

+
∑

t3≤τk<t

[
z(τk + 0)− z(τk − 0)

]
≤ z(t3) +

∑
t3≤τk<t

z(τk + 0)

which contradicts (A11).
The case where x is eventually negative can be dealt similarly, and we omit the

details here. This completes the proof.

Example 2.15. Consider the impulsive systems{[
et(x(t) + 3e−tx(t− 3))′

]′
+ e3t

(
x(t− 1)

)3
= 0, t 6= k, k ∈ N

∆
[
ek(x(τk) + 3e−kx(τk − 3))′

]
+ e3k

(
x(τk − 1)

)3
= 0, k ∈ N

(2.12)

for t ≥ 3, where r(t) := et, R(t) := e−t, p(t) := 3e−t, δ(t) := t−3, q(t) := e3t, τk = k
for k ∈ N, h(τk) = e3k, σ(t) := t − 1 and G(u) := u3 for t ≥ 3 and u ∈ R. Then, all
the assumptions of Theorem 2.14 holds. Hence, every solution of (2.12) oscillates.

Theorem 2.16. Let −1 ≤ p(t) ≤ 0 for t ≥ t0. Assume that (C2) and (A1)–(A6) hold.
Furthermore, assume that

(A12) ∫ ∞
t0

1

r(η)

∫ η

t0

q(ζ)G
(
εR(σ(ζ))

)
dζdη +R(t0)

∞∑
k=1

h(τk)G
(
εR(σ(τk))

)
=∞

(2.13)
for every ε > 0, and∫ ∞

t0

1

r(η)

∫ η

t0

q(ζ)G
(
εR(σ(ζ))

)
dζdη +R(t0)

∞∑
k=1

h(τk)G
(
εR(σ(τk))

)
= −∞

for every ε < 0. Then, every unbounded solution of (E) oscillates.

Proof. Without loss of generality, let x be an eventually positive unbounded solution of
(E). Then, there exists t1 ≥ t0 such that x(t) > 0, x(δ(t)) > 0 and x(σ(t)) > 0 for
t ≥ t1. Proceeding as in the proof of Lemma 2.1, we see that z and z′ are of single sign
on [t2,∞), where t2 ≥ t1. Consequently, we have the following two possible cases.

Case 1. Let z(t) > 0 for t ≥ t2. Note that in this case, we have z(t) ≤ x(t) for
t ≥ t2.

(a) Let z′(t) > 0 for t ≥ t2. We easily get (2.7). Then, proceeding as in Case 1 in
the proof of Theorem 2.7, we get a contradiction.
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(b) Let z′(t) < 0 for t ≥ t2. By Lemma 2.13, we have (2.10) for t ≥ t3, where
ε > 0 and t3 ≥ t2. Using z(t) ≤ x(t) for t ≥ t2 and (2.2), we get

(rz′)′(t) + q(t)G
(
εR(σ(t))

)
≤ 0

∆(rz′)(τk) + h(τk)G
(
εR(σ(τk))

)
≤ 0

for t ≥ t3, where t3 ≥ t2. The rest of the proof follows similar to Case 2 in the proof of
Theorem 2.14.

Case 2. Let z(t) < 0 for t ≥ t2. The proof is similar to Case 2 in the proof of
Theorem 2.7.

The proof is therefore completed.

Theorem 2.17. Let−1 < −p ≤ p(t) ≤ 0 for t ≥ t0, where p is a constant. Assume that
(C2), (A1)–(A6) and (A12) hold. Then, every bounded solution of (E) either oscillates
or converges to zero asymptotically.

Proof. Without loss of generality, let x be an eventually positive bounded solution of
(E). Then, there exists t1 ≥ t0 such that x(t) > 0, x(δ(t)) > 0 and x(σ(t)) > 0 for
t ≥ t1. Proceeding as in the proof of Lemma 2.1, we see that z and z′ are of single sign
on [t2,∞), where t2 ≥ t1. Consequently, we have the following two possible cases.

Case 1. Let z(t) > 0 for t ≥ t2. In this case, we proceed as in Case 1 in the proof
of Theorem 2.16 and get a contradiction.

Case 2. Let z(t) < 0 for t ≥ t2. Recalling that z is monotonic, we follow the steps
in Case 2 in the proof of Theorem 2.8 and see that lim

t→∞
x(t) = 0.

Hence, the proof of the theorem is complete.

Combining Theorem 2.16 and Theorem 2.17, we have the following corollary.

Corollary 2.18. Let −1 < −p ≤ p(t) ≤ 0 for t ≥ t0, where p is a constant. Assume
that (C2), (A1)–(A6) and (A12) hold. Then, every solution of (E) either oscillates or
converges to zero asymptotically.

Theorem 2.19. Let−p1 ≤ p(t) ≤ −p2 < −1 for t ≥ t0, where p1 and p2 are constants.
Assume that (C2), (A1)–(A6) and (A12) hold. Further, assume that

(A13)
∫ ∞
t0

1

r(η)

∫ η

t0

q(ζ)dζdη +R(t0)
∞∑
k=1

h(τk) =∞.

Then, every bounded solution of (E) either oscillates or converges to zero asymptoti-
cally.

Proof. Without loss of generality, let x be an eventually positive bounded solution of
(E). Then, there exists t1 ≥ t0 such that x(t) > 0, x(δ(t)) > 0 and x(σ(t)) > 0 for
t ≥ t1. Proceeding as in the proof of Lemma 2.1, we see that z and z′ are of single sign
on [t2,∞), where t2 ≥ t1. Consequently, we have the following two possible cases.
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Case 1. Let z(t) > 0 for t ≥ t2. In this case, we proceed as in Case 1 in the proof
of Theorem 2.16 and get a contradiction.

Case 2. Let z(t) < 0 for t ≥ t2. In this case, lim
t→∞

z(t) exists as a non-positive

finite value. We claim that lim
t→∞

z(t) = 0. Otherwise, lim
t→∞

z(t) < 0, i.e., there exists

ε > 0 such that z(t) < −ε for t ≥ t2. Then, we have z(t) ≥ p(t)x(δ(t)) ≥ −p1x(δ(t))

for t ≥ t2, which implies x(t) ≥ − 1

p1
z(δ−1(t)) ≥ ε

p1
for t ≥ t2. Consequently, (2.2)

becomes

(rz′)′(t) + q(t)G
( ε
p1

)
≤ 0

∆(rz′)(τk) + h(τk)G
( ε
p1

)
≤ 0

for t ≥ t2. Integrating the last inequality over the interval [t2, t) ⊂ [t2,∞), we get

[
(rz′)(η)

]t
t2
−

∑
t2≤τk<t

∆(rz′)(τk) +G
( ε
p1

)∫ t

t2

q(η)dη ≤ 0,

that is,

−r(t2)z′(t2) +G
( ε
p1

)[ ∫ t

t2

q(η)dη +
∑

t2≤τk<t

h(τk)
]
≤ −r(t)z′(t) for t ≥ t2.

Again, integrating the last inequality over the interval [t2, t) ⊂ [t2,∞) after dividing
through by r, we get

−r(t2)z′(t2)
∫ t

t2

1

r(η)
dη +G

( ε
p1

)∫ t

t2

1

r(η)

[ ∫ η

t2

q(ζ)dζ +
∑

t2≤τk<t

h(τk)
]
dη

≤ −
[
z(η)

]t
t2

+
∑

t2≤τk<t

∆z(τk)

≤ −z(t)−
∑

t2≤τk<t

z(τk − 0)

for t ≥ t2, which contradicts (A13) by (C2). Therefore, lim
t→∞

z(t) = 0. For the rest of the

proof, we follow the steps in the last part of Case 2 of Theorem 2.10 to get lim
t→∞

x(t) = 0.
Hence, the proof of the theorem is complete.

3 Final Comments
In this section, we will be giving two simple remarks to conclude the paper.
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Remark 3.1. In Theorem 2.4–Theorem 2.19, G is allowed to be linear, sublinear or
superlinear. A prototype of the function G satisfying (A4), (A7) and (A8) is

(1 + α|u|β)|u|γsgn(u) for u ∈ R,

where α ≥ 1 or α = 0 and β, γ > 0 are reals. For verifying (A7), we may take help of
the well-known inequality (see [9][p. 292])

up + vp ≥ h(p)(u+ v)p for u, v > 0, where h(p) :=

{
1, 0 ≤ p ≤ 1,
1

2p−1
, p ≥ 1.

Remark 3.2. If the nonlinear term G is an odd function (presented as in Remark 3.1), it
suffices to verify only the first conditions in (A7), (A8), (A11) and (A12).
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