
Advances in Dynamical Systems and Applications
ISSN 0973-5321, Volume 13, Number 2, pp. 113–139 (2018)
http://campus.mst.edu/adsa

Periodic Oscillations in a Network Model with
Discrete and Distributed Delays

Chunhua Feng
Alabama State University

Department of Mathematics and Computer Science
Montgomery, AL, 36104, USA

cfeng@alasu.edu

Abstract

This paper investigates a network model incorporating discrete and distributed
signal transmission delays. The existence of periodic oscillations for such a n-
node neural network has been derived. Some criteria are provided to guarantee
the existence of periodic oscillations. Our simulation examples are presented to
demonstrate the correctness of the results.
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1 Introduction
Recently, the network models with discrete and distributed delays have been considered
by many researchers [1, 2, 4–7, 12–17, 19–32, 34–36]. For example, Hajihosseini et
al. [9] have discussed the following three-node network model with distributed delay:

y′1(t) = −y1(t) +

∫ +∞

0

F (r) tanh(y2(t− r))dr,

y′2(t) = −y2(t) +

∫ +∞

0

F (r) tanh(y3(t− r))dr,

y′3(t) = −y3(t) + w1

∫ +∞

0

F (r) tanh(y1(t− r))dr

+w2

∫ +∞

0

F (r) tanh(y2(t− r))dr.

(1.1)
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where w1 and w2 are parameters, F (r) = µ2re−µr(µ > 0) is a strong kernel. The
existence of Hopf bifurcation and stability of the bifurcating periodic solutions by taking
µ as a bifurcating parameter have been discussed. Zhao has considered the existence and
stability of periodic solutions for a delay population model as follows:

N ′i = Ni[ri(t)−
n∑
j=1

aij(t)lnNj(t)−
n∑
j=1

bij(t)lnNj(t− τij(t))

−
n∑
j=1

cij(t)

∫ t

−∞
Kij(t− s)lnNj(s)ds]

(1.2)

where
∫ ∞

0

Kij(s)ds = 1, and
∫ ∞

0

sKij(s)ds < +∞. By contraction principle, some

results on the existence of positive periodic solutions have been obtained [33]. I. Ncube
has investigated the Hopf bifurcation in a multiple-delayed neural network with discrete
and distributed delays as the following (i = 0, 1, 2) [18]:

x′i = −xi + a

∫ t

−∞
k(t− s)f(xi(s))ds+ b[f(xi−1(t− τn) + f(xi+1(t− τn))], (1.3)

where f(x) = tanh(x), and k(s) = re−rs is a weak kernel. In this model, the distributed
signal transmission delay has introduced in the self-connection of the network and main-
tained the usual discrete signal transmission delay in the nearest-neighbor connection.

Noting that k(s) is a weak kernel. The author set wi(t) =

∫ t

−∞
k(t− s)f(xi(s))ds, and

the model (1.3) becomes

x′0(t) = −x0(t) + ax3(t) + b[f(x2(t− τn)) + f(x1(t− τn))],
x′1(t) = −x1(t) + ax4(t) + b[f(x0(t− τn)) + f(x2(t− τn))],
x′2(t) = −x2(t) + ax5(t) + b[f(x1(t− τn)) + f(x0(t− τn))],
x′3(t) = r[f(x0(t))− x3(t)],
x′4(t) = r[f(x1(t))− x4(t)],
x′5(t) = r[f(x2(t))− x5(t)].

(1.4)

It has been established that two cases of a single Hopf bifurcation may occur at the
trivial equilibrium. Liu et al. have investigated a network model with discrete and
distributed delays of the form

x′i = −dixi +
n∑
j=1

aijgj(xj) +
n∑
j=1

bijgj(xj(t− τij)) +
n∑
j=1

cij

∫ ∞
0

gj(xj(t− s))pij(s)ds.

(1.5)
By using the Mawhin-like coincidence theorem, M-matrix theory, differential inequality
techniques and constructing of a Lyapunov functional, the authors established some new
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criteria for the existence and exponential stability of the periodic solutions [17]. This
paper extends model (1.3) to a more general case for i = 1, 2, · · · , n:

x′i = −cixi + ai

∫ t

−∞
k(t− s)f(xi(s))ds+

n∑
j=1,j 6=i

bijf [xj(t− τj)], (1.6)

where the passive decay rates ci are positive constants, k(s) = re−rs (r > 0) is a weak
kernel, ai, bij (i, j = 1, 2, · · · , n) represent the synaptic strengths of the connection.
f(xi) (i = 1, 2, · · · , n) are activation functions. Model (1.6) indicated that not only
the distributed signal transmission delay has been introduced to the self-connection of
the network, but also the discrete signal transmission delays have been introduced to all
connections. Our goal is to inspect the existence of periodic oscillation of the model

(1.6). Let wi(t) =

∫ t

−∞
k(t− s)f(xi(s))ds(i = 1, 2, · · · , n). Then

w′i(t) = r [f(xi(t))− wi(t)] , i = 1, 2, · · · , n.

Setting w1(t) = xn+1(t), w2(t) = xn+2(t), · · · , wn(t) = x2n(t), we obtain the equiva-
lent system of (1.6) as follows:



x
′

1(t) = −c1x1(t) + an+1xn+1(t) +
n∑
j=2

b1jf(xj(t− τj)),

x
′

2(t) = −c2x2(t) + an+2xn+2(t) +
n∑

j=1,j 6=2

b2jf(xj(t− τj)),

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

x
′

n−1(t) = −cn−1xn−1(t) + a2n−1x2n−1(t) +
n∑

j=1,j 6=n−1

bn−1,jf(xj(t− τj)),

x
′

n(t) = −cnxn(t) + a2nx2n(t) +
n−1∑
j=1

bn,jf(xj(t− τj)),

x
′

n+1t) = r[f(x1(t))− xn+1(t)],

x
′

n+2(t) = r[f(x2(t))− xn+2(t)],

x
′

n+3(t) = r[f(x3(t))− xn+3(t)],
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
x
′

2n(t) = r[f(xn(t))− x2n(t)].

(1.7)
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The linearized system of (1.7) about zero point is the following:

x
′

1(t) = −c1x1(t) + an+1xn+1(t) +
n∑
j=2

b1jγjxj(t− τj),

x
′

2(t) = −c2x2(t) + an+2xn+2(t) +
n∑

j=1,j 6=2

b2jγjxj(t− τj),

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

x
′

n−1(t) = −cn−1xn−1(t) + a2n−1x2n−1(t) +
n∑

j=1,j 6=n−1

bn−1,jγjxj(t− τj),

x
′

n(t) = −cnxn(t) + a2nx2n(t) +
n−1∑
j=1

bn,jγjxj(t− τj),

x
′

n+1t) = −rxn+1(t) + rγ1x1(t),

x
′

n+2(t) = −rxn+2(t) + rγ2x2(t),

x
′

n+3(t) = −rxn+3(t) + rγ3x3(t),
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
x
′

2n(t) = −rx2n(t) + rγnxn(t),

(1.8)

where γj =
df(xj)

dxj
|xj = 0 (j = 1, 2, · · · , n). System (1.8) also can be written in matrix

form
X ′(t) = AX(t) +BX(t− τ), (1.9)

where
X(t) = [x1(t), x2(t), · · · , x2n(t)]T ,

and
X(t− τ) = [x1(t− τ1), x2(t− τ2), · · · , xn(t− τn), 0, 0, · · · , 0]T .

Both A and B are 2n × 2n matrices. It is known that bifurcation can induce periodic
solutions. However, one must deal with a higher order algebraic equation in using
the bifurcation method. For example, Hajihosseini et al. [9] have investigated double
eight degree algebraic equations (see [9, equations (34), (35), page 996]). Liao et al.
discussed a eight degree algebraic equation to consider a two-node network model with
distributed delay (see [15, equation (42), page 550]). Ncube dealt with a six degree
equation for system (1.4) (see [18, equation (15), page 144]). Similarly, we must discuss
a 2n degree algebraic equation if one still follows the bifurcating method for system
(1.7). It is extremely hard to deal with a 2n degree algebraic equation if ci, bij, ri (i, j =
1, 2, · · · , n) are different real numbers. In order to discuss the existence of periodic
oscillation for system (1.7) we will adopt Chafee’s criterion [3]: For a class time delay
system which has a unique unstable equilibrium point, and all solutions of the system are
bounded, this particular instability of the unique equilibrium point and the boundedness
of the solutions will lead the system to generate a limit cycle, namely, a nonconstant
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periodic solution. System (1.7) is in keeping with the requirements of Chafee’s criterion
we refer the reader to the appendix of [8]. In this paper we adopt the following norms

of vectors and matrices [10]: ‖x(t)‖ =
2n∑
i=1

|xi(t)|, ‖A‖ = max
1≤j≤2n

2n∑
i=1

|aij|, the measure

µ(A) of a matrix A is defined by µ(A) = lim
θ→0+

‖I + θA‖ − 1

θ
, which for the chosen

norms reduces to µ(A) = max
1≤j≤2n

[ajj +
2n∑

i=1,i 6=j

|aij|].

Definition 1.1. The trivial solution of system (1.6) is unstable if there exists at least one
component of the trivial solution which is unstable.

2 Preliminaries
For activation functions f(xi), we assume that f(xi) (i = 1, 2, · · · , n) are continuous
bounded functions and satisfy the following condition:

f(0) = 0, uf(u) > 0(u 6= 0). (2.1)

Also we assume that there exists the derivative of f(xi) around the zero point, and

γj =
df(xj)

dxj
|xj=0(j = 1, 2, · · · , n).

The general activation functions such as tanh(x), arctan(x), and
1

2
(|x + 1| − |x − 1|)

satisfy condition (2.1).

Lemma 2.1. All solutions of system (1.6) are bounded.

Proof. From condition (2.1), the activation functions are bounded, assume that

|f(xi)| ≤ Ni,

then we have∫ t

−∞
k(t− s)f(xi(s))ds ≤

∫ t

−∞
k(t− s)Nids = Ni

∫ t

−∞
re−r(t−s)ds = Ni. (2.2)

From (1.6), noting that ci (i = 1, 2, · · · , n) are positive real numbers, we obtain

d|xi(t)|
dt

≤ −ci|xi(t)|+ |ai|Ni +
n∑

j=1,j 6=i

|bij|Nj. (2.3)
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Thus, for i = 1, 2, · · · , n, we have

|xi(t)| ≤
|ai|Ni +

∑n
j=1,j 6=i |bij|Nj

ci
. (2.4)

This means that the solutions of system (1.6) are uniformly bounded. This concludes
the proof.

Lemma 2.2. If matrix C is not a positive definite matrix, then system (1.6) or equivalent
system (1.7) has a unique equilibrium point, where

C =


an+1 b12 b13 · · · b1,n−1 b1n

b21 an+2 b23 · · · b2,n−1 b2n

b31 b32 an+3 · · · b3,n−1 b3n

· · · · · · · · · · · · · · · · · ·
bn−1,1 bn−1,2 bn−1,3 · · · a2n−1 bn−1,n

bn1 bn2 bn3 · · · bn,n−1 a2n

 .

Proof. Note that system (1.7) is an equivalent system of (1.6). An equilibrium point
x∗ = (x∗1, x

∗
2, x
∗
3, · · · , x∗2n)T of system (1.7) is a solution of the following algebraic

equation:



−c1x
∗
1 + an+1x

∗
n+1 +

n∑
j=2

b1jf(x∗j) = 0,

−c2x
∗
2 + an+2x

∗
n+2 +

n∑
j=1,j 6=2

b2jf(x∗j) = 0,

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

−cn−1x
∗
n−1 + a2n−1x

∗
2n−1 +

n∑
j=1,j 6=n−1

bn−1,jf(x∗j) = 0,

−cnx∗n + a2nx
∗
2n +

n−1∑
j=1

bn,jf(x∗j) = 0,

r[f(x∗1)− x∗n+1] = 0,
r[f(x∗2)− x∗n+2] = 0,
r[f(x∗3)− x∗n+3] = 0,
· · · · · · · · · · · · · · · · · · ·
r[f(x∗n)− x∗2n] = 0.

(2.5)

From r[f(x∗i ) − x∗n+i] = 0 (i = 1, 2, · · · , n), we have f(x∗i ) = x∗n+i (i = 1, 2, · · · , n).



Periodic Oscillations in a Network Model 119

Hence system (2.5) changes to the following:

−c1x
∗
1 + an+1f(x∗1) +

n∑
j=2

b1jf(x∗j) = 0,

−c2x
∗
2 + an+2f(x∗2) +

n∑
j=1,j 6=2

b2jf(x∗j) = 0,

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

−cn−1x
∗
n−1 + a2n−1f(x∗n−1) +

n∑
j=1,j 6=n−1

bn−1,jf(x∗j) = 0,

−cnx∗n + a2nf(x∗n) +
n−1∑
j=1

bnjf(x∗j) = 0.

(2.6)

system (2.6) can be written in matrix form

CF (Z∗) = DZ∗, (2.7)

where F (Z∗) = (f(x∗1), f(x∗2), · · · , f(x∗n))T , Z∗ = (x∗1, x
∗
2, · · · , x∗n)T , and matrix D is

a diagonal matrix, D = diag(c1, c2, · · · , cn). From condition (2.1), when x∗i > 0 then
f(x∗i ) > 0, while x∗i < 0 then f(x∗i ) < 0 (i = 1, 2, · · · , n). Noting that ci > 0 (i =
1, 2, · · · , n), and C is not a positive definite matrix. Therefore, positivity of the right-
hand side of (2.7) cannot guarantee positivity of CF (Z∗). On the other hand, negativity
of the right-hand side for some x∗i < 0, i ∈ (1, 2, · · · , n), cannot guarantee negativity of
CF (Z∗). Condition f(0) = 0 implies that system (2.7), which is equivalent to (2.5) has
a unique trivial solution. Thus, system (1.7) has a unique equilibrium point. It is exactly
the zero point. Obviously, the zero point is not only the equilibrium point of system
(2.5) but also the equilibrium point of system (1.9). This concludes the proof.

3 Existence of Limit Cycles
Since system (1.7) is an equivalent version of system (1.6), hence there exists a periodic
oscillatory solution of system (1.6) if and only if system (1.7) has a periodic oscillatory
solution. Therefore, in the following we only deal with system (1.7) in which the results
hold for system (1.6).

Theorem 3.1. Assume that system (1.7) has a unique equilibrium point for selecting
parameters. If the following conditions hold

(‖ B ‖)eτ∗ exp(−τ∗|µ(A)|) > 1, (3.1)

(‖ B ‖)eτ ∗ exp(−τ ∗|µ(A)|) > 1, (3.2)
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where τ∗ = min{τi} and τ ∗ = max{τi}, i = 1, 2, · · · , n. ‖ B ‖= max
1≤j≤n

n∑
i=1

|bijγj|,

µ(A) = max
1≤i≤n

{−ci + |rγi|,−r + |an+i|}. Then the unique equilibrium point of system

(1.7) is unstable, implying that system (1.7) generates a limit cycle, namely, a periodic
solution.

Proof. We shall prove that the unique equilibrium point of system (1.7), which is exactly
the zero point, is unstable. It is known that the equilibrium points of system (1.7) and
system (1.9), which is a linearized system of (1.7), have the same instability. Thus, in
order to prove the instability of the equilibrium point of system (1.7), we prove that the
equilibrium point is unstable in system (1.9). Consider two special cases of system (1.9)
as follows:

X ′(t) = AX(t) +BX(t− τ∗), (3.3)

X ′(t) = AX(t) +BX(t− τ ∗), (3.4)

where τ∗ = min{τ1, τ2, · · · , τn} and τ ∗ = max{τ1, τ2, · · · , τn}. Noting that |xi(t)| =
xi(t) as xi(t) > 0 and |xi(t)| = −xi(t) as xi(t) < 0 (i = 1, 2, · · · , 2n). From (3.3),
when each xi(t) > 0 we have

d|X(t)|
dt

= AX(t) +BX(t− τ∗), (3.5)

when each xi(t) < 0 one can obtain

d|X(t)|
dt

= A(−X(t)) +B(−X(t− τ∗)). (3.6)

Therefore, we have

d(
∑2n

i=1 |xi(t)|)
dt

≤ µ(A)
2n∑
i=1

|xi(t)|+ ‖ B ‖
2n∑
i=1

|xi(t− τ∗)|. (3.7)

Specifically, for the scalar time delay differential equation (y(t) =
2n∑
i=1

|xi(t)|)

dy(t)

dt
= µ(A)y(t)+ ‖ B ‖ y(t− τ∗), (3.8)

if the unique equilibrium point of system (3.8) is stable, then the characteristic equation
associated with (3.8) given by

λ = µ(A)+ ‖ B ‖ e−λτ∗ , (3.9)

will have a real negative root say λ0, and we have from (3.9)

|λ0| ≥‖ B ‖ e|λ0|τ∗ − |µ(A)|. (3.10)
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Using the formula ex ≥ ex for x ≥ 0 one can get

1 ≥ ‖ B ‖ e
|λ0|τ∗

|µ(A)|+ |λ0|
=
‖ B ‖ τ∗e−|µ(A)|τ∗e(|µ(A)|+|λ0|)τ∗

(|µ(A)|+ |λ0|)τ∗
≥ (‖ B ‖ eτ∗)e−τ∗|µ(A)|. (3.11)

The last inequality contradicts the equation (3.1). Hence, our claim regarding the in-
stability of the equilibrium point of system (3.8) is valid. Based on the comparison

theorem of differential equation [11] we have
2n∑
i=1

|xi(t)| ≤ y(t). According to the def-

inition of instability of the trivial solution, for arbitrary ε > 0, there exists a sequence
{tk}+∞

k=1 such that |y(tk)| > ε, where y(t) represents the trivial solution of system (3.8).

Since
2n∑
i=1

|xi(t)| ≤ y(t), this means that there exists a subsequence {tkj} of sequence

{tk} such that
2n∑
i=1

|xi(tkj)| = y(tkj). Therefore, there exists at least one xi(t), without

loss of generality, we assume that |x1(tkj)| >
ε

2n
. Since ε is an arbitrary sufficiently

small positive number,
ε

2n
is also an arbitrary sufficiently small positive number. Thus,

x1(t) is unstable in system (3.3). The instability of the component x1(t) implies that the
trivial solution of (3.3) is unstable. Similarly, we know that the trivial solution of (3.4)
is unstable in which all time delays equal to τ ∗. Noting that for any time delay τi we
have τ∗ ≤ τi ≤ τ ∗ (i = 1, 2, · · · , n). The instability of the trivial solution of systems
(3.3) and (3.4) implies that the trivial solution of system (1.9) for any time delays is
unstable. The instability of the trivial solution of linearized system (1.9) again implies
the instability of the trivial solution of the original system (1.7). Since all solutions of
system (1.7) are bounded, the instability of the unique equilibrium point together with
the boundedness of the solutions lead system (1.7) to generate a limit cycle based on [3],
namely, a periodic solution. This concludes the proof.

Theorem 3.2. Assume that system (1.7) has a unique equilibrium point for selecting
parameters. If the following condition holds

‖ B ‖ +µ(A) > 0, (3.12)

where ‖ B ‖= max
1≤j≤n

n∑
i=1

|bijγj|, µ(A) = max
1≤i≤n

{−ci + |rγi|,−r + |an+i|}. Then the

unique equilibrium point of system (1.7) is unstable, which implies that system (1.7)
generates a limit cycle, namely, a periodic solution.

Proof. We still prove that the trivial solutions both of systems (3.3) and (3.4) are unsta-
ble. The characteristic equation of system (3.8) is the following

λ = µ(A)+ ‖ B ‖ e−λτ∗ , (3.13)
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namely
λ− µ(A)− ‖ B ‖ e−λτ∗ = 0. (3.14)

Equation (3.14) is a transcendental equation. Generally speaking we can not find all
solutions of this equation. However, we prove that there exists a positive characteristic
root of equation (3.14) under the restrictive condition (3.12). Indeed, let g(λ) = λ −
µ(A)− ‖ B ‖ e−λτ∗ , then g(λ) is a continuous function of λ. Obviously, g(0) =
−µ(A)− ‖ B ‖= −(µ(A)+ ‖ B ‖) < 0, and lim

λ→+∞
e−λτ∗ = 0. Therefore, there exists

λ̃(> 0) such that g(λ̃) = λ̃ − µ(A)− ‖ B ‖ e−λ̃τ∗ > 0. According to the well known
Intermediate Value Theorem, there exists a positive value of λ say λ1, λ1 ∈ (0, λ̃) such
that λ1 − µ(A)− ‖ B ‖ e−λ1τ∗ = 0. In other words, equation (3.14) has a positive
characteristic root. Therefore, the trivial solution of system (3.8) is unstable, implying
that the trivial solution of system (3.3) is unstable. Similarly, we change τ∗ to τ ∗ in
system (3.8), then one can obtain that the trivial solution of system (3.4) is also unstable.
Since for all τi we have τ∗ ≤ τi ≤ τ ∗ (i = 1, 2, · · · , n), the instability of trivial solutions
of system (3.3) and (3.4) implies that the trivial solution of system (1.9) is unstable. This
suggests that the unique equilibrium point of system (1.7) is unstable. According to the
Chafee’s criterion, system (1.7) has a limit circle, namely, a periodic solution. This
concludes the proof.

Theorem 3.3. Assume that system (1.7) has a unique equilibrium point for selecting pa-
rameters. Let θ1, θ2, · · · , θ2n represent the eigenvalues of matrix A, and ρ1, ρ2, · · · , ρ2n

the eigenvalues of matrix B. Assume that matrix A has a positive real eigenvalue, or
there is at least one eigenvalue, say θj which has a positive real part Re(θj) > 0, satis-
fying that max

1≤i≤2n
(|Re(ρi)| + |Im(ρi)|) < Re(θj). Then the unique equilibrium point of

system (1.7) is unstable, which implies that system (1.7) generates a limit cycle, namely,
a periodic solution.

Proof. Consider system (3.3), the characteristic equation of system (3.3) is the follows:

det(λIij − aij − bije−λτ∗) = 0, (3.15)

where Iij is an identity matrix. Since the eigenvalues of matrix A are θ1, θ2, · · · , θ2n,
and the eigenvalues of matrix B are ρ1, ρ2, · · · , ρ2n, so equation (3.15) changes to the
following

2n∏
i=1

(λ− θi − ρie−λτ∗) = 0. (3.16)

We are led to an investigation of the nature of the roots of the equation:

λ = θi + ρie
−λτ∗ , i = 1, 2, · · · , 2n. (3.17)

Without loss of generality, assume that θ1 is a complex number which has a positive real
part Re(θ1), then we have

λ = θ1 + ρ1e
−λτ∗ . (3.18)
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Assume that λ = σ + iω. θ1 = θ11 + iθ12, ρ1 = ρ11 + iρ12, where σ = Re(λ), ω =
Im(λ), θ11 = Re(θ1), θ12 = Im(θ1), ρ11 = Re(ρ1), ρ12 = Im(ρ1). From (3.18) we get

σ + iω = θ11 + iθ12 + (ρ11 + iρ12)e−(σ+iω)τ∗ . (3.19)

Separating the real and imaginary parts, we have

σ = θ11 + ρ11e
−στ∗ cos(ωτ∗) + ρ12e

−στ∗ sin(ωτ∗). (3.20)

ω = θ12 − ρ11e
−στ∗ sin(ωτ∗) + ρ12e

−στ∗ cos(ωτ∗). (3.21)

We show that equation (3.20) has a positive real root. Let

f(σ) = σ − θ11 − ρ11e
−στ∗ cos(ωτ∗)− ρ12e

−στ∗ sin(ωτ∗). (3.22)

Obviously, f(σ) is a continuous function of σ, and f(σ) ≤ σ−θ11 +(|ρ11|+ |ρ12|)e−στ∗ .
So we have f(0) = −θ11 + (|ρ11| + |ρ12|) < 0. Obviously, there exists a suitably large
σ̃(> 0) such that f(σ̃) = σ̃−Re(θ1)−Re(ρ1)e−σ̃τ∗ cos(ωτ∗)−Im(ρ1)e−σ̃τ∗ sin(ωτ∗) > 0
since lim

σ→+∞
e−στ∗ = 0. Again by means of the Intermediate Value Theorem, there exists

a σ̄ ∈ (0, σ̃) such that f(σ̄) = σ̄ − θ11 − ρ11e
−σ̄τ∗ cos(ωτ∗) − ρ12e

−σ̄τ∗ sin(ωτ∗) = 0.
This means that the characteristic value λ has a positive real part. The same as we
can prove that the characteristic value λ also has a positive real part if θ1 is a positive
real number. Therefore, the trivial solution of system (3.3) is unstable. Similarly, we
can prove that the trivial solution of system (3.4) is also unstable. This means that the
trivial solution of system (1.9) for any time delays τi(τ∗ ≤ τi ≤ τ ∗) (i = 1, 2, · · · , n)
is unstable, implying that the trivial solution of system (1.7) is unstable. Based on
Chafee’s criterion, there exists a limit cycle of system (1.7), namely, a periodic solution.
The proof is completed.

Theorem 3.4. Assume that system (1.7) has a unique equilibrium point for selecting
parameters. Let matrix M = A+ B. Suppose that matrix M has a positive real eigen-
value, or there is at least one eigenvalue which has a positive real part. Then the unique
equilibrium point of system (1.7) is unstable, implying that system (1.7) generates a limit
cycle.

Proof. Consider a special case in system (1.9): τ = 0. Then we have

X ′(t) = AX(t) +BX(t) = (A+B)X(t) = MX(t). (3.23)

The characteristic equation corresponding to system (3.23) is the following

det(λIij −M) = 0. (3.24)

Since matrix M has a positive real eigenvalue or has a eigenvalue which has a positive
real part. This means that the characteristic equation (3.24) has a positive real eigenvalue
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or has an eigenvalue which has a positive real part. Therefore, the trivial solution of
system (3.23) is unstable. Noting that not only system (3.23) has the trivial solution, but
the system (1.9) also has the trivial solution. Since the trivial solution X(t) of system
(3.23) is unstable, we show that the trivial solution of system (1.9) is also unstable. It is
known that X(t) is equal to X(t− τ ∗) when t is sufficiently large. Similar to Theorem
3.1, we can find a sequence {t1, t2, · · · , tk, · · · } (t1 > τ ∗ is sufficiently large) such that
|X(tk)| > ε, where ε is an arbitrary small positive real number. When t1 is sufficiently
large we have X(tk) ∼ X(tk − τ ∗). Therefore |X(tk)| also is the solution of system
(1.9). Hence the trivial solution of system (1.9) is unstable. This implies that the unique
equilibrium point of system (1.7) is unstable, and hence system (1.7) has a limit cycle,
namely, a periodic solution. This concludes the proof.

4 Simulation Result

This simulation was performed by means of the equivalent system (1.7) of (1.6). Firstly
consider n = 3 for the following system.

Example 4.1.

x
′

1(t) = −c1x1(t) + a4x4(t) + b12f(x2(t− τ2)) + b13f(x3(t− τ3)),

x
′

2(t) = −c2x2(t) + a5x5(t) + b21f(x1(t− τ1)) + b23f(x3(t− τ3)),

x
′

3(t) = −c3x3(t) + a6x6(t) + b31f(x1(t− τ1)) + b32f(x2(t− τ2)),

x
′

4t) = r[f(x1(t))− x4(t)],

x
′

5(t) = r[f(x2(t))− x5(t)],

x
′

6(t) = r[f(x3(t))− x6(t)].

(4.1)

We select the activation function as f(x) = tanh(x). Then f ′(x) = 1 − tanh2(x), and
f ′(0) = 1. The parameters r = 0.5, c1 = 0.75, c2 = 0.85, c3 = 0.65; b12 = −1.65,
b13 = 2.8, b21 = 3.5, b23 = −1.85, b31 = 1.65, b32 = −2.8; a4 = −1.2, a5 = 1.5, a6 =
−1.6. The characteristic values of matrix C are −4.3292, 1.5146± 2.1248i. Therefore,
C is not a positive definite matrix. Thus, system (4.1) has a unique equilibrium point,
namely, the zero point. µ(A) = 1.1, ‖ B ‖= 5.15, when we select time delay as τ1 =
1.5, τ2 = 1.8, τ3 = 1.6, ‖ B ‖ eτ∗ exp(−τ∗|µ(A)|) = 5.15e ∗ 1.5 ∗ exp(−1.5 ∗ 1.1) =
4.0328 > 1 and ‖ B ‖ eτ ∗ exp(−τ ∗|µ(A)|) = 5.15e∗1.8∗exp(−1.8∗1.1) = 3.4791 > 1
hold, respectively. Based on Theorem 3.1, system (4.1) generates a periodic oscillation
(see Figure 4.1). When we change the value of r from 0.5 to 1.5, the oscillatory behavior
still maintained (Figure 4.2). Then we change the activation function from tanh(x) to
arctan(x), we see that the oscillatory amplitude and frequency only slightly change (see
Figures 4.3 and 4.4).

Then we consider n = 5 for the following system.
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Example 4.2.



x
′

1(t) = −c1x1(t) + a6x6(t) + b12f(x2) + b13f(x3) + b14f(x4) + b15f(x5),

x
′

2(t) = −c2x2(t) + a7x7(t) + b21f(x1) + b23f(x3) + b24f(x4) + b25f(x5)

x
′

3(t) = −c3x3(t) + a8x8(t) + b31f(x1) + b32f(x2) + b34f(x4) + b35f(x5),

x
′

4(t) = −c4x4(t) + a9x9(t) + b41f(x1) + b42f(x2) + b43f(x3) + b45f(x5),

x
′

5(t) = −c5x5(t) + a10x10(t) + b51f(x1) + b52f(x2) + b53f(x3) + b54f(x4),

x
′

6(t) = r[f(x1(t))− x6(t)],

x
′

7(t) = r[f(x2(t))− x7(t)],

x
′

8(t) = r[f(x3(t))− x8(t)],

x
′

9(t) = r[f(x1(t))− x9(t)],

x
′

10(t) = r[f(x4(t))− x10(t)].
(4.2)

The activation functions f(xi) = f(xi(t− τi)), i = 1, 2, · · · , 5. We select the activation
function as f(x) = arctan(x). Then f ′(x) = 1/(1+x2), and f ′(0) = 1. The parameters
c1 = 0.65, c2 = 0.75, c3 = 0.85, c4 = 0.55, c5 = 0.45; b12 = −0.25, b13 = 2.85,
b14 = −1.5, b15 = 2.4, b21 = 2.5, b23 = 1.15, b24 = 5.45, b25 = −0.8, b31 = 2.6,
b32 = 2.8, b34 = −9.25, b35 = −4.25, b41 = 1.35, b42 = −0.2, b43 = 8.85, b45 = −0.45,
b51 = 0.45, b52 = 0.28, b53 = 0.85, b54 = 0.45; a6 = 2, a7 = 5.5, a8 = −1.6,
a9 = −1.5, a10 = −1.6. r = 0.5 and 1.8, respectively. The characteristic values of
matrixC are 6.4941, 1.7895,−1.8353,−1.8242±9.2098i. Therefore,C is not a positive
definite matrix. System (4.2) has a unique equilibrium point, namely, the zero point.
The characteristic values of matrix A+B = M are 1.7284, 0.3292,−1.0910±8.8924i,
−1.7050 ± 1.2386i, −0.6060 ± 0.6698i, −0.5019 ± 0.0809i. There exists a positive
characteristic value (1.7284) of matrix M . Based on Theorem 3.4, the trivial solution of
system (4.2) is unstable. System (1.7) has a limit cycle, namely, a periodic solution (see
Figures 4.5 and 4.6).

Finally we consider n = 8 for the following system.
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Example 4.3.

x
′

1(t) = −c1x1(t) + a9x9(t) + b12f(x2) + b13f(x3) + b14f(x4)
+b15f(x5) + b16f(x6) + b17f(x7) + b18f(x8),

x
′

2(t) = −c2x2(t) + a10x10(t) + b21f(x1) + b23f(x3) + b24f(x4)
+b25f(x5) + b26f(x6) + b27f(x7) + b28f(x8),

x
′

3(t) = −c3x3(t) + a11x11(t) + b31f(x1) + b32f(x2) + b34f(x4)
+b35f(x5) + b36f(x6) + b37f(x7) + b38f(x8),

x
′

4(t) = −c4x4(t) + a12x12(t) + b41f(x1) + b42f(x2) + b43f(x3)
+b45f(x5) + b46f(x6) + b47f(x7) + b48f(x8),

x
′

5(t) = −c5x5(t) + a13x13(t) + b51f(x1) + b52f(x2) + b53f(x3)
+b54f(x4) + b56f(x6) + b57f(x7) + b58f(x8),

x
′

6(t) = −c6x6(t) + a14x14(t) + b61f(x1) + b62f(x2) + b63f(x3)
+b64f(x4) + b65f(x5) + b67f(x7) + b68f(x8),

x
′

7(t) = −c7x7(t) + a15x15(t) + b71f(x1) + b72f(x2) + b73f(x3)
+b74f(x4) + b75f(x5) + b76f(x6) + b78f(x8),

x
′

8(t) = −c8x8(t) + a16x16(t) + b81f(x1) + b82f(x2) + b83f(x3)
+b84f(x4) + b85f(x5() + b86f(x6) + b87f(x7),

x
′

9(t) = r[f(x1(t))− x9(t)],

x
′

10(t) = r[f(x2(t))− x10(t)],

x
′

11(t) = r[f(x3(t))− x11(t)],

x
′

12(t) = r[f(x4(t))− x12(t)],

x
′

13(t) = r[f(x5(t))− x13(t)],

x
′

14(t) = r[f(x6(t))− x14(t)],

x
′

15(t) = r[f(x7(t))− x15(t)],

x
′

16(t) = r[f(x8(t))− x16(t)].

(4.3)

The activation functions f(xi) = f(xi(t− τi)), i = 1, 2, · · · , 8. We select the activation
functions as f(xi) = 0.5×(|xi+1|−|xi−1|)(i = 1, 2), f(xj) = arctan(xj)(j = 3, 4, 5),
f(xk) = tanh(xk)(k = 6, 7, 8). Then we always have f ′(xi) = 1(i = 1, 2, · · · , 8). The
parameters r = 0.2, c1 = 0.65, c2 = 0.75, c3 = 0.85, c4 = 0.55, c5 = 0.45, c6 = 0.75,
c7 = 0.72, c8 = 0.95; b12 = −0.25, b13 = 2.85, b14 = −1.5, b15 = 2.4, b16 = −4.75,
b17 = 1.45, b18 = −1.25; b21 = 2.5, b23 = −7.15, b24 = −2.45, b25 = 4.85, b26 =
−1.75, b27 = 1.65, b28 = −1.5; b31 = −2.6, b32 = 2.8, b34 = −3.45, b35 = −1.25,
b36 = −0.85, b37 = 2.75, b38 = −4.25, b41 = 1.35, b42 = −0.2, b43 = 4.85, b45 =
−0.45, b46 = −0.55, b47 = 0.45, b48 = −2.25; b51 = 0.45, b52 = 3.28, b53 = 0.85,
b54 = 4.45, b56 = −0.75, b57 = −1.45, b58 = 1.25; b61 = 0.45, b62 = 0.28, b63 = 0.85,
b64 = 4.45, b65 = −0.75, b67 = −1.45, b68 = 1.25; b71 = 0.45, b72 = 0.28, b73 = 0.85,
b74 = −3.45, b75 = −0.75, b76 = −1.45, b78 = 1.25; b81 = 0.45, b82 = 0.28, b83 =
0.85, b84 = 6.95, b85 = −0.75, b86 = −1.45, b87 = 1.25, a9 = 2, a10 = 5.5, a11 = −1.6,
a12 = 2.5, a13 = −2.6, a14 = 2.4, a15 = −1.8, a16 = 5.9. The characteristic values of
matrix C are 6.2772, 4.2884, 2.0249, −4.4726, 3.4370 ± 7.8512i, −1.3459 ± 0.5648i.
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Therefore,C is not a positive definite matrix. System (4.3) thus has a unique equilibrium
point which is exactly the zero point. Obviously, ‖ B ‖ +µ(A) > 0. When we select
time delay as τ1 = 2.5, τ2 = 2.6, τ3 = 2.7, τ4 = 2.4, τ5 = 2.5, τ6 = 2.8, τ7 = 2.3,
τ8 = 2.4, and r = 0.2. The conditions of Theorem 3.2 are satisfied, system (4.3)
generates a periodic oscillation (see Figure 4.7). When we change the value of r from
0.2 to 0.8, the oscillatory behavior still maintained (Figure 4.8). In order to inspect
the effects of the time delays for the system, we increase the time delays to τ1 = 3.5,
τ2 = 3.6, τ3 = 3.7, τ4 = 3.4, τ5 = 3.5, τ6 = 3.8, τ7 = 3.3, τ8 = 3.4, and decreased the
time delays as τ1 = 1.5, τ2 = 1.6, τ3 = 1.7, τ4 = 1.4, τ5 = 1.5, τ6 = 1.8, τ7 = 1.3,
τ8 = 1.4. We see that the oscillatory amplitude is almost the same as before. However,
the oscillatory frequency is changed (see Figures 4.9 and 4.10).
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Figure 4.1: Periodic oscillation of the solutions, delays:

[1.5, 1.8, 1.6].

r = 0.5, activation function: tanh(x).
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Figure 4.2: Periodic oscillation of the solutions, delays:

[1.5, 1.8, 1.6].

r = 1.5, activation function: tanh(x).
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Figure 4.3: Periodic oscillation of the solutions, delays:

[1.5, 1.8, 1.6].

r = 0.5, activation function: arctan(x).
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Figure 4.4: Periodic oscillation of the solutions, delays:

[1.5, 1.8, 1.6].

r = 1.5, activation function: arctan(x).
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Figure 4.5: Periodic oscillation of the solutions, delays:

[2.5, 2.6, 2.7, 2.4, 2.5].

r = 0.5, activation function: arctan(x).
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Figure 4.6: Periodic oscillation of the solutions, delays:

[2.5, 2.6, 2.7, 2.4, 2.5].

r = 1.8, activation function: arctan(x).
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Figure 4.7: Periodic oscillation of the solutions, delays:

[2.5, 2.6, 2.7, 2.4, 2.5, 2.8, 2.3, 2.4].

r = 0.2, activation functions: arctan(x), tanh(x),
|x+ 1| − |x− 1|
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Figure 4.8: Periodic oscillation of the solutions, delays:

[2.5, 2.6, 2.7, 2.4, 2.5, 2.8, 2.3, 2.4].

r = 0.8, activation functions: arctan(x), tanh(x),
|x+ 1| − |x− 1|
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Figure 4.9: Periodic oscillation of the solutions, delays:

[3.5, 3.6, 3.7, 3.4, 3.5, 3.8, 3.3, 3.4].

r = 0.8, activation functions: arctan(x), tanh(x),
|x+ 1| − |x− 1|

2
.
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Figure 4.10: Periodic oscillation of the solutions, delays:

[1.5, 1.6, 1.7, 1.4, 1.5, 1.8, 1.3, 1.4].

r = 0.8, activation functions: arctan(x), tanh(x),
|x+ 1| − |x− 1|

2
.

5 Conclusion

This paper considers a network model which includes discrete delays and distributed
delay. Four theorems guarantee the existence of the permanent oscillations for the model
are obtained. The selection of the parameters is provided to demonstrate the proposed
results. Our simple criterion to guarantee the existence of permanent oscillations is easy
to check. The simulation suggests that our criteria are only sufficient conditions.
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