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Abstract

In this paper, we present a time scale version of the Hermite–Hadamard in-
equality for functions convex on the coordinates via the diamond-α calculus. Our
results are new and they generalize and extend a result due to Dragomir.
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1 Introduction

A function f : I → R, ∅ 6= I ⊆ R, is said to be convex on the interval I if the inequality

f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y),

holds for all x, y ∈ I and λ ∈ [0, 1]. A well celebrated inequality for the class of
convex functions is the Hermite–Hadamard’s inequality. The inequality states that for
any convex function f : [a, b]→ R we have

f
(a+ b

2

)
≤ 1

b− a

∫ b

a

f(x)dx ≤ f(a) + f(b)

2
. (1.1)

Using (1.1), Dragomir [10] proved the following Hadamard’s type result for functions,
defined on a rectangle, that are convex on the coordinates.
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Theorem 1.1. Let f : [a, b]× [c, d]→ R be such that the partial mappings

fy : [a, b]→ R, fy(u) := f(u, y) and fx : [c, d]→ R, fx(v) := f(x, v)

defined for all y ∈ [c, d] and x ∈ [a, b], are convex. Then,

f
(a+ b

2
,
c+ d

2

)
≤ 1

2

[
1

b− a

∫ b

a

f
(
x,
c+ d

2

)
dx+

1

d− c

∫ d

c

f
(a+ b

2
, y
)
dy

]

≤ 1

(b− a)(d− c)

∫ b

a

∫ d

c

f(x, y) dxdy

≤ 1

4(b− a)

∫ b

a

[
f(x, c) + f(x, d)

]
dx+

1

4(d− c)

∫ d

c

[
f(a, y) + f(b, y)

]
dy

≤ f(a, c) + f(a, d) + f(b, c) + f(b, d)

4
.

The above inequalities are sharp.

In order to unify the theory of integral and differential calculus with the calculus of
finite difference, Hilger [11] in 1988 introduced the concept of time scales (see Section
2 for a brief overview). Since the advent of this notion, many classical mathematical
inequalities have been extended to time scales. In this subject, the concept of the delta
and nabla differentiation (integration) are introduced. In 2006, Sheng et al. [15] consid-
ered the linear combination of these already established derivatives (integrals) on time
scales. This they called the diamond-α derivative (integrals) (see Definitions 2.6 and
2.7). This new combined dynamic calculus has since generated a lot of interest among
mathematicians, see for example, [1, 9, 12] and the references therein.

In 2008, Dinu [9] extended (1.1) to time scales by proving the following result.

Theorem 1.2. Let T be a time scale and a, b ∈ T. Let f : [a, b]∩T→ R be a continuous
convex function. Then,

f(tα) ≤ 1

b− a

∫ b

a

f(x)♦αx ≤
b− tα
b− a

f(a) +
tα − a
b− a

f(b),

where tα :=
1

b− a

∫ b

a

t♦αt.

The purpose of this paper is to extend Theorem 1.1 to time scales via the combined
diamond-α dynamics. We do this by using Theorem 1.2. Some other interesting results
are also obtained in this direction.

The paper is organized as follows: in Section 2, we give a brief background of the
theory of time scales. Thereafter, our results are formulated and proved in Section 3.
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2 Preliminaries
A time scale T is an arbitrary nonempty closed subset of R. We assume throughout

that a time scale T has the topology that it inherits from the real numbers with the
standard topology. In what follows, we will give a brief overview of some basic notions
connected to time scales and differentiability of functions on them.

The forward jump operator σ : T→ T is defined by

σ(t) := inf{s ∈ T : s > t},

while the backward jump operator ρ : T→ T is defined by

ρ(t) := sup{s ∈ T : s < t}.

In this definition, we put inf ∅ = supT (i.e., σ(t) = t if T has a maximum t) and
sup ∅ = inf T (i.e., ρ(t) = t if T has a minimum t), where ∅ denotes the empty set.
If σ(t) > t, we say that t is right-scattered, while if ρ(t) < t we say that t is left-
scattered. Points that are right-scattered and left-scattered at the same time are called
isolated. Also, if t < supT and σ(t) = t, then t is called right-dense, and if t > inf T
and ρ(t) = t, then t is called left-dense. Points that are right-dense and left-dense
at the same time are called dense. We also introduce the sets Tk, Tk, and Tkk, which
are derived from the time scale T as follows: if T has a left-scattered maximum t1,
then Tk = T \ {t1}, otherwise Tk = T. If T has a right-scattered minimum t2, then
Tk = T \ {t2}, otherwise Tk = T. Finally, we define Tkk = Tk ∩ Tk.

For a, b ∈ T with a ≤ b, we define the interval [a, b] in T by [a, b] = {t ∈ T : a ≤
t ≤ b}. Open intervals and half-open intervals are defined in the same manner.

Definition 2.1 (Delta derivative). Assume f : T→ R is a function. Then the delta
derivative f∆(t) ∈ R at t ∈ Tk is defined to be number (provided it exists) with property
that given for any ε > 0 there exists a neighborhood U of t such that∣∣f(σ(t))− f(s)− f∆(t) [σ(t)− s]

∣∣ ≤ ε |σ(t)− s| , ∀s ∈ U.

Definition 2.2 (Nabla derivative). Assume f : T→ R is a function. Then the nabla
derivative f∇(t) ∈ R at t ∈ Tk is defined to be number (provided it exists) with property
that given for any ε > 0 there exists a neighborhood V of t such that∣∣f(ρ(t))− f(s)− f∇(t) [ρ(t)− s]∣∣ ≤ ε |ρ(t)− s| , ∀s ∈ V.

Definition 2.3 (Delta integral). A function F : T→ R is said to be a delta antiderivative
of f : T → R, provided F∆(t) = f(t) for all t ∈ Tk. For all a, b ∈ T, a < b, the delta
integral of f from a to b is defined by∫ b

a

f(t)∆t = F (b)− F (a).
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Definition 2.4 (Nabla integral). A function G : T→ R is said to be a nabla antideriva-
tive of g : T → R, provided G∇(t) = g(t) for all t ∈ Tk. For all a, b ∈ T, a < b, the
nabla integral of g from a to b is defined by∫ b

a

g(t)∇t = G(b)−G(a).

For an in depth study of the properties of the ∆ and ∇ derivatives and integrals, we
refer the interested reader to the books [2, 3].

Now, we give a brief introduction of the diamond-α dynamic derivative and of the
diamond-α integral.

Definition 2.5 (See [14,15]). Let t, s ∈ T and define µts := σ(t)−s and ηts := ρ(t)−s.
We say that a function f : T → R is diamond-α differentiable at t ∈ Tkk if there exists
a number f♦α(t) such that, for all ε > 0, there exists a neighborhood U of t such that ,
for all s ∈ U,∣∣α[f(σ(t))− f(s)]ηts + (1− α)[f(ρ(t))− f(s)]µts − f♦α(t)µtsηts

∣∣ ≤ ε|µtsηts|.

A function f is said to be diamond-α differentiable provided f♦α(t) exists for all t ∈ Tkk.

Theorem 2.6 (See [14, 15]). Let T be a time scale and f be differentiable on T in the
∆ and∇ senses at t ∈ Tkk . Then f is diamond-α differentiable at t and

f♦α(t) = αf∆(t) + (1− α)f∇(t), 0 ≤ α ≤ 1.

Thus f is diamond-α differentiable if and only if f is ∆ and ∇ differentiable.

We may notice that the diamond-α derivative reduces to the standard ∆ derivative
as α = 1, or the standard ∇ derivative as α = 0, while it represents a “weighted dy-
namic derivative” for α ∈ (0, 1). Furthermore, the combined dynamic derivative offers
a centralized derivative formula on any uniformly discrete time scale T when α = 1/2.
Needless to say, the latter feature is particularly useful in many computational applica-
tions.

Definition 2.7 (See [15]). Let a, t ∈ T and f : T → R. We define the ♦α integral of f
as ∫ t

a

f(s)♦αs = α

∫ t

a

f(s)∆s+ (1− α)

∫ t

a

f(s)∇s, s ∈ T, 0 ≤ α ≤ 1,

provided that there exist delta and nabla integrals of f on T.

Next, we present some properties of the diamond-α integral that will come handy in
the proof of our main results.
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Theorem 2.8 (See [1,15]). Let f and g be two continuous functions on [a, b], a, b, t ∈ T,
and c ∈ R. Then we have the following.

1.
∫ t

a

[f(s) + g(s)]♦αs =

∫ t

a

f(s)♦αs+

∫ t

a

g(s)♦αs.

2.
∫ t

a

cf(s)♦αs = c

∫ t

a

f(s)♦αs.

3.
∫ t

a

f(s)♦αs = −
∫ a

t

f(s)♦αs.

4.
∫ t

a

f(s)♦αs =

∫ b

a

f(s)♦αs+

∫ t

b

f(s)♦αs.

5.
∫ a

a

f(s)♦αs = 0.

6. If f(t) ≥ 0 for all t ∈ [a, b], then
∫ b

a

f(t)♦αt ≥ 0.

7. If f(t) ≤ g(t) for all t ∈ [a, b], then
∫ b

a

f(t)♦αt ≤
∫ b

a

g(t)♦αt.

The two-variable time scales calculus and multiple integration on time scales were
introduced in [4, 5] (see also [6]). Let T1 and T2 be two time scales and put T1 × T2 =
{(t, s) : t ∈ T1, s ∈ T2} which is a complete metric space with the metric d defined by

d
(
(t, s) ,

(
t′, s′

))
=

√
(t− t′)2 + (s− s′)2, ∀ (t, s) ,

(
t′, s′

)
∈ T1 × T2.

To make this paper self content, we now recall some basic definitions of the diamond-α
partial dynamic calculus on time scales [13].

Suppose a < b are points in T1, c < d are points in T2, [a, b] is the closed bounded
interval in T1, [c, d] is the closed bounded interval in T2. We introduce a “rectangle” in
T1× T2 by

R = [a, b]× [c, d] = {(t, s) : t ∈ [a, b], s ∈ [c, d]}.
Let {t0, t1, . . . , tn} ⊂ [a, b], where a = t0 < t1 < · · · < tn = b and {s0, s1, . . . , sk} ⊂
[c, d], where c = s0 < s1 < · · · < sk = d. The numbers n and k may be arbitrary
positive integers. We call the collection of intervals

P1 = {[ti−1, ti) : 1 ≤ i ≤ n}

a ♦α-partition of [a, b) and denote the set of all ♦α-partition of [a, b) by P([a, b)). Sim-
ilarly, the collection of intervals

P2 = {[sj−1, sj) : 1 ≤ j ≤ k}
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a ♦α-partition of [c, d) and denote the set of all ♦α-partition of [c, d) by P([c, d)). Let

Rij = [ti−1, ti)× [sj−1, sj), where 1 ≤ i ≤ n, 1 ≤ j ≤ k.

We call the collection P = {Rij : 1 ≤ i ≤ n, 1 ≤ j ≤ k} a ♦α-partition of R,
generated by the ♦α-partitions of P1 and P2 of [a, b) and [c, d) respectively, and write
P = P1 × P2. The rectangles Pij, 1 ≤ i ≤ n, 1 ≤ j ≤ k, are called the subrectangles
of the partition P . The set of all ♦α-partitions of R is denoted by P(R).

Let f : R→ R be a bounded function. We set

M = sup{f(t, s) : (t, s) ∈ R} and m = inf{f(t, s) : (t, s) ∈ R}

and for 1 ≤ i ≤ n, 1 ≤ j ≤ k, set

Mij = sup{f(t, s) : (t, s) ∈ Rij} and mij = inf{f(t, s) : (t, s) ∈ Rij}.

The upper Darboux ♦α-integral U(f) of f over R and the lower Darboux ♦α-integral
L(f) of f over R are defined respectively by

U(f) = inf{U(f, P ) : P ∈ P(R)}

and
L(f) = sup{L(f, P ) : P ∈ P(R)},

where

U(f, P ) =
n∑
i=1

k∑
j=1

Mij(ti − ti−1)(sj − sj−1)

and

L(f, P ) =
n∑
i=1

k∑
j=1

mij(ti − ti−1)(sj − sj−1).

Definition 2.9 (See [13]). We say that f is ♦α-integrable overR providedL(f) = U(f).

In this case, we write
∫
R

f(t, s)♦αt♦αs for this common value. We call this integral the

Darboux ♦α-integral.

Theorem 2.10 (See [13]). If L(f, P ) = U(f, P ) for some ♦α-partition of R, then the
function f is ♦α-integrable over R and∫

R

f(t, s)♦αt♦αs = L(f, P ) = U(f, P ).
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3 Main Results

Let tα :=
1

b− a

∫ b

a

t♦αt and sα :=
1

d− c

∫ d

c

s♦αs. We now state and prove our first

result.

Theorem 3.1. Let a, b, x ∈ T1, c, d, y ∈ T2, with a < b, c < d and f : [a, b]× [c, d]→
R be such that the partial mappings

fy : [a, b]→ R, fy(u) := f(u, y) and fx : [c, d]→ R, fx(v) := f(x, v)

defined for all y ∈ [c, d] and x ∈ [a, b], are continuous and convex. Then the inequalities

1

2

[
1

b− a

∫ b

a

f(x, sα)♦αx+
1

d− c

∫ d

c

f(tα, y)♦αy

]

≤ 1

(b− a)(d− c)

∫ b

a

∫ d

c

f(x, y)♦αx♦αy

≤ 1

2(b− a)(d− c)

∫ b

a

[
(d− sα)f(x, c) + (sα − c)f(x, d)

]
♦αx

+
1

2(b− a)(d− c)

∫ d

c

[
(b− tα)f(a, y) + (tα − a)f(b, y)

]
♦αy (3.1)

hold.

Proof. Applying Theorem 1.2 to the function fy, we obtain

fy(tα) ≤ 1

b− a

∫ b

a

fy(x)♦αx ≤
b− tα
b− a

fy(a) +
tα − a
b− a

fy(b),

for all y ∈ [c, d]. That is,

f(tα, y) ≤ 1

b− a

∫ b

a

f(x, y)♦αx ≤
b− tα
b− a

f(a, y) +
tα − a
b− a

f(b, y). (3.2)

Taking the diamond-α integral of both sides of (3.2) over the interval [c, d], applying
items 1 and 7 of Theorem 2.8, and dividing by d− c, we get

1

d− c

∫ d

c

f(tα, y)♦αy ≤
1

(b− a)(d− c)

∫ b

a

∫ d

c

f(x, y)♦αx♦αy

≤ b− tα
(b− a)(d− c)

∫ d

c

f(a, y)♦αy +
tα − a

(b− a)(d− c)

∫ d

c

f(b, y)♦αy. (3.3)

Similarly, applying Theorem 1.2 to fx, we get that for all x ∈ [a, b],

f(x, sα) ≤ 1

d− c

∫ d

c

f(x, y)♦αy ≤
d− sα
d− c

f(x, c) +
sα − c
d− c

f(x, d). (3.4)
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This implies that

1

b− a

∫ b

a

f(x, sα)♦αx ≤
1

(b− a)(d− c)

∫ b

a

∫ d

c

f(x, y)♦αx♦αy

≤ d− sα
(b− a)(d− c)

∫ b

a

f(x, c)♦αx+
sα − c

(b− a)(d− c)

∫ b

a

f(x, d)♦αx. (3.5)

Adding relations (3.3) and (3.5), we obtain

1

d− c

∫ d

c

f(tα, y)♦αy +
1

b− a

∫ b

a

f(x, sα)♦αx

≤ 2

(b− a)(d− c)

∫ b

a

∫ d

c

f(x, y)♦αx♦αy

≤ b− tα
(b− a)(d− c)

∫ d

c

f(a, y)♦αy +
tα − a

(b− a)(d− c)

∫ d

c

f(b, y)♦αy

+
d− sα

(b− a)(d− c)

∫ b

a

f(x, c)♦αx+
sα − c

(b− a)(d− c)

∫ b

a

f(x, d)♦αx.

Hence (3.1) follows.

Corollary 3.2. For α = 0, the inequalities in Theorem 3.1 become

1

2

[
1

b− a

∫ b

a

f(x, s0)∇x+
1

d− c

∫ d

c

f(t0, y)∇y

]

≤ 1

(b− a)(d− c)

∫ b

a

∫ d

c

f(x, y)∇x∇y

≤ 1

2(b− a)(d− c)

∫ b

a

[
(d− s0)f(x, c) + (s0 − c)f(x, d)

]
∇x

+
1

2(b− a)(d− c)

∫ d

c

[
(b− t0)f(a, y) + (t0 − a)f(b, y)

]
∇y, (3.6)

where s0 =
1

d− c

∫ d

c

s∇s and t0 =
1

b− a

∫ b

a

t∇t.
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Corollary 3.3. For α = 1/2, the inequalities in Theorem 3.1 become

1

2

[
1

b− a

∫ b

a

f
(
x,
c+ d

2

)
♦1/2x+

1

d− c

∫ d

c

f
(a+ b

2
, y
)
♦1/2y

]

≤ 1

(b− a)(d− c)

∫ b

a

∫ d

c

f(x, y)♦1/2x♦1/2y

≤ 1

4(b− a)

∫ b

a

[
f(x, c) + f(x, d)

]
♦1/2x

+
1

4(d− c)

∫ d

c

[
f(a, y) + f(b, y)

]
♦1/2y. (3.7)

Proof. From [9, (3.31)], we have that∫ b

a

t♦1/2t =
b2 − a2

2
. (3.8)

The desired inequality follows by applying (3.8) to the definitions of tα and sα when
α = 1/2.

Corollary 3.4. For α = 1, the inequalities in Theorem 3.1 become

1

2

[
1

b− a

∫ b

a

f(x, s1)∆x+
1

d− c

∫ d

c

f(t1, y)∆y

]

≤ 1

(b− a)(d− c)

∫ b

a

∫ d

c

f(x, y)∆x∆y

≤ 1

2(b− a)(d− c)

∫ b

a

[
(d− s1)f(x, c) + (s1 − c)f(x, d)

]
∆x

+
1

2(b− a)(d− c)

∫ d

c

[
(b− t1)f(a, y) + (t1 − a)f(b, y)

]
∆y, (3.9)

where s1 =
1

d− c

∫ d

c

s∆s and t1 =
1

b− a

∫ b

a

t∆t.

Theorem 3.5. Under the assumption of Theorem 3.1, and suppose also the intervals
contain the mid points, then we have the inequality

f
(a+ b

2
, sα

)
+ f
(
tα,

c+ d

2

)
≤ 1

b− a

∫ b

a

f
(
x,
c+ d

2

)
♦αx

+
1

d− c

∫ d

c

f
(a+ b

2
, y
)
♦αy. (3.10)
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Proof. Since the inequalities in (3.2) hold for all y ∈ [c, d], and by using the assumption

of our theorem, we therefore have that for y =
c+ d

2
, the inequality

f
(
tα,

c+ d

2

)
≤ 1

b− a

∫ b

a

f
(
x,
c+ d

2

)
♦αx (3.11)

holds. Using a similar argument, we get from (3.4)

f
(a+ b

2
, sα

)
≤ 1

d− c

∫ d

c

f
(a+ b

2
, y
)
♦αy. (3.12)

Inequality (3.10) follows by adding (3.11) and (3.12).

Corollary 3.6. If we take α = 0, then the inequality in Theorem 3.5 reduces to

f
(a+ b

2
, s0

)
+ f
(
t0,

c+ d

2

)
≤ 1

b− a

∫ b

a

f
(
x,
c+ d

2

)
∇x

+
1

d− c

∫ d

c

f
(a+ b

2
, y
)
∇y, (3.13)

where s0 =
1

d− c

∫ d

c

s∇s and t0 =
1

b− a

∫ b

a

t∇t.

Corollary 3.7. For α = 1/2, Theorem 3.5 becomes

f
(a+ b

2
,
c+ d

2

)
≤ 1

2(b− a)

∫ b

a

f
(
x,
c+ d

2

)
♦1/2x

+
1

2(d− c)

∫ d

c

f
(a+ b

2
, y
)
♦1/2y. (3.14)

Corollary 3.8. Setting α = 1 in Theorem 3.5, we get

f
(a+ b

2
, s1

)
+ f
(
t1,

c+ d

2

)
≤ 1

b− a

∫ b

a

f
(
x,
c+ d

2

)
∆x

+
1

d− c

∫ d

c

f
(a+ b

2
, y
)

∆y, (3.15)

where s1 =
1

d− c

∫ d

c

s∆s and t1 =
1

b− a

∫ b

a

t∆t.

Theorem 3.9. Under the assumption of Theorem 3.1, we have the inequality

1

b− a

∫ b

a

[
f(x, c) + f(x, d)

]
♦αx+

1

d− c

∫ d

c

[
f(a, y) + f(b, y)

]
♦αy

≤ A1f(a, c) + A2f(a, d) + A3f(b, c) + A4f(b, d), (3.16)
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where A1 =
b− tα
b− a

+
d− sα
d− c

, A2 =
b− tα
b− a

+
sα − c
d− c

, A3 =
tα − a
b− a

+
d− sα
d− c

, and

A4 =
tα − a
b− a

+
sα − c
d− c

.

Proof. From (3.2) and (3.4), we get the inequalities

1

b− a

∫ b

a

f(x, c)♦αx ≤
b− tα
b− a

f(a, c) +
tα − a
b− a

f(b, c),

1

b− a

∫ b

a

f(x, d)♦αx ≤
b− tα
b− a

f(a, d) +
tα − a
b− a

f(b, d),

1

d− c

∫ d

c

f(a, y)♦αy ≤
d− sα
d− c

f(a, c) +
sα − c
d− c

f(a, d),

and
1

d− c

∫ d

c

f(b, y)♦αy ≤
d− sα
d− c

f(b, c) +
sα − c
d− c

f(b, d),

which give, by addition, (3.16).

Corollary 3.10. For α = 1, we get from Theorem 3.9 the inequality

1

b− a

∫ b

a

[
f(x, c) + f(x, d)

]
∆x+

1

d− c

∫ d

c

[
f(a, y) + f(b, y)

]
∆y

≤ A1f(a, c) + A2f(a, d) + A3f(b, c) + A4f(b, d), (3.17)

where A1 =
b− t1
b− a

+
d− s1

d− c
, A2 =

b− t1
b− a

+
s1 − c
d− c

, A3 =
t1 − a
b− a

+
d− s1

d− c
,

and A4 =
t1 − a
b− a

+
s1 − c
d− c

.

Remark 3.11. If we take T1 = T2 = R in Corollaries 3.4, 3.8 and 3.10, and combine
the resultant inequalities, we get Theorem 1.1 due to Dragomir [10].

As an application of the above corollary, we consider the following example.

Example 3.12. Let T1 = T2 = Z, and f : [0, 2]× [1, 3]→ R be convex and continuous
on the coordinates. Then the inequality

f(0, 2) + f(1, 1) + f(1, 3) + f(2, 2) ≤ f(0, 1) + f(0, 3) + f(2, 1) + f(2, 3)

holds.
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Justification:
The left-hand side of Corollary 3.10 gives

1

2

∫ 2

0

[
f(x, 1) + f(x, 3)

]
∆x+

1

2

∫ 3

1

[
f(0, y) + f(2, y)

]
∆y

=
1

2

1∑
x=0

[
f(x, 1) + f(x, 3)

]
+

1

2

2∑
y=1

[
f(0, y) + f(2, y)

]
= f(0, 1) +

1

2

[
f(0, 2) + f(0, 3) + f(1, 1) + f(1, 3) + f(2, 1) + f(2, 2)

]
. (3.18)

By a simple computation we get t1 =
1

2
, s1 =

3

2
,

A1 =
3

2
, A2 = 1 = A3, and A4 =

1

2
.

Hence, the right-hand side of Corollary 3.10 amounts to

3

2
f(0, 1) + f(0, 3) + f(2, 1) +

1

2
f(2, 3). (3.19)

We obtain the desired inequality by combining (3.18) and (3.19) in the spirit of Corollary
3.10.

4 Conclusion
A time scale version of the Hermite–Hadamard inequality for functions convex on the
coordinates has been proved. By taking T1 = T2 = R in Corollaries 3.4, 3.8 and 3.10,
and combining the resultant inequalities, we get the result of Dragomir [10]. Since in
some cases the diamond-α derivative is a particular case of the symmetric derivative on
time scales, it would be interesting to see, in future work, if our results are also valid for
symmetric calculus on time scales. For more on the symmetric calculus, see [7, 8].
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